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Abstract

Statistical classifications, such as NACE, are especially important for National Statistical
Offices (NSOs). Automating the process of classification has been a focal point for NSOs
over the last decades, implementing deterministic, rule-based methods to directly assign
codes to natural language queries. While accurate, these systems are human labour-intensive
and generalise poorly across domains, each requiring their own rule-set. Recent
advancements in natural language processing, particularly language models, offer an
opportunity to improve the efficiecy and scalability of the coding process via semantic search
systems. However, they come with their own set of challenges, such as interpretability,
hallucinations and uncertainty quantification. In this work, we address these issues
conformalising their predictions into a robust statistical framework, namely conformal
prediction.
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