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® One of the pillars of the modernization is the Integrated System of
Statistical Registers (ISSR)

® |SSR, is composed of many variables many of which are obtained
through multi-source statistical processes

® The Generalized Mean Squared Error, GMSE, is the proposed
accuracy measure for planned and unplanned (possibly computed
directly by users) estimates from variables of the ISSR

® An application on the Attained Level of Education by means of Mass
Imputation based on Multinomial-distribution as part of the Base
Register of Individuals (BRI) + Other Census Variables like non
employment status

e Comparative analysis of empirical properties of GMSE vs Bootstrap
MSE estimation by means of a Monte Carlo Simulation based on
synthetic data generation from Attained Level of Education



The Istat Integrated System of Statistical Registers (ISSR)

o ISSR consists in a number of coherent
registers to produce several types of
statistical outputs

o The release of each statistical register is
based on a multi-source process, that
mainly integrates administrative data, but
also surveys or other registers results

o This innovation has lead to create new
processes that can vary a lot in complexity

o The need of a new proper quality system to
assess and monitor the new processes and
their results has been expressed from
several points of view




Quality of estimates from ISSR

® The estimates obtained from the statical registers should be
associated by a measure of their uncertainty.

e |f it is difficult for traditional sample surveys to produce accuracy
measures that take into account different error sources, this is even
more challenging for estimates from statistical registers:

® Because the process includes different type of data sources and
different statistical methods (such as record linkage, statistical
matching, or imputation/prediction).

® Because a great potentiality of ISSR is to produce estimates on
unplanned domains, thus a way to calculate on-the-fly uncertainty
measures should be provided to the user.



Examples on Italian Registers
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Example: The Attained Level of Education

?)
® The attained level of education is part of the Base Register of
Individuals (BRI).
® Sources of data:
(i) administrative information (MIUR) — data from 2011 onwards with 16
modalities;
(i) 2011 Census information — educational status at 2011 with 12
modalities;
(iii) sample survey to cope with delay and informative gaps — permanent
Italian census from 2018 with 17 modalities (5% of the population);
(iv) other auxiliary information (transfer of residence; 2012-2017 with 4
modalities)

I

Reconciliation: K = 8 categories



Example: The Attained Level of Education
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Figure: Informative context for mass imputation of Y(t) (?)

® The informative context is quite heterogeneus:
- Red: Individual characteristics known for all the population of interest:
G = gender; E = age classes; C = citizenship (It / not It)
- Yellow / lightblue: partially available
- Grey: Missing data
® Mass imputation procedure to estimate the attained level of education
Y = Y8, by means of multinomial log-linear models.



(One of the) Challenges

® The ISSR is thus the result of statistical processes subject to different
sources of statistical uncertainty (sampling uncertainty, model
uncertainty, etc.)
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How to deal with uncertainty?

Evaluation of the sources of uncertainty and errors

Evaluation of the accuracy of the (imputed) data

Responsibility and transparency on the quality of data

Inform the end users (unplanned, on the fly)




Our Goal(s)

Istat-Sapienza Project

® Come up with feasible measures to calculate estimates’ accuracy,
accounting for different sources of uncertainty

® Focusing on the context of the attained level of education:
® we based it on a previously introduced (generic) measure of global
uncertainty (GMSE) see Alleva et al. (2021: J Off Stat, 37(2),
481-503)
® adapt it to a multinomial setting




Our target parameter is the unknown population totals
OE(d), k=1,...,K, for a given domain d (e.g., number of individuals

having a PhD in the province of Bologna):

® The response variable Y = (Y7,..., Yy) is modelled as

Yi=(Yi,...,Yik) ~ Mult(1,p;), i=1,...N

b Y

with Y € {0,1} and s.t. Zszl Yix =1, and p; = {pi1,...,pix }, where
pik = P(Yix = 1|X;), being the unknown parameter vector.

e Y9 is the binary domain membership vector.



~(d _ _ .
Let now OE( ) be a consistent estimator of Oid). We consider:

N
_ (d)
=X
L

where

-
A exp X;
f(xi: B) = pix = ﬁ"TA . k=1, K—-1,
1+Zk 1expx, B

with x; € R’ a set of covariates and B, = (Bx1,-..,Brs) the unknown
model coefficients, k=1,..., K.

A(d
The goal is to estimate the accuracy of Oi ), so that they can be provided
on-the-fly by register users.



The Global Mean Squared Error

® |dea: take into consideration all the random components (Ri,...,Rp)
involved in the inferential process.

® \We focus on two sources of uncertainty: (1) M = model variability;
(2) N = sampling variability.

® s the sample’s indicator variable vector

Definition (GMSE)
(d)

Given 89 and 6 , the GMSE is defined as:

A (d)

GMSE(8') = E(r,.. 18" — 82




The Global Mean Squared Error

Definition (Upper bound on GMSE)

Incorporating both sampling and model uncertainty, under the assumption
that the estimator is design and model unbiased, the GMSE can be
expressed as:

Dy — EnEm(8'? £6@ — 922

— EnqVary (8 |4) = Vary (619)
< EnVarm(8”)2)

GMSE(6

. ~ d
with 6@ =E(0'”) = v ¥ (x:: B) = ¥, ¥ Vp;




The GMSE for multinomial data

Under K response categories, the (scalar) GMSE is generalized to a GMSE

~(d
matrix, with the dominant component }EnVarM(O( )|)L) involving:

Vann(072)  Coum(8,074) .. Cown(8(”,0¢12)
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Computation of the GMSE

Two steps of linear approximation
(1) The estimator 9 =yN 1}/ ( ,-;B) is linearized at [Ai = B:
VarM(Gk M) = YDTF Vary (ﬁ —ﬁ\l) Fl o), k=1,....K,

(2) We then use the result originally proposed in Chambers and Clark
(2015) to linearize B around their expected value EqE(B):

A N
(B-B)~-A5" Y. 1gi(Bly).
i=1
and we thus get:
N
VarM(G,Ed)M) ~ 'Y(d)TFk (Z Uizy,' UIT> FkTy(d)ﬂ

i=1

with U; = A,,'Z\le,' and
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Computation of the GMSE

In summary...

The U; terms are linear wrt the design randomness in A;s and the

expectation [Er can be computed directly. An approximation for the GMSE
is thus obtained as:

GMSE(8'”) = EnVarp (6”) | 4)
N
~Epon | YT F,

1

Uizy,- UiT> FkTY(d)]

1
N . p— .
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since E(A?) = 7; in a simple balanced design, where A; ~ Bern(;).



A Kronecker based formulation

® |n order to get a more computationally efficient estimation process an
alternative formulation of Gmse has been studied, based on kronecker
matrix algebra

e Compared to the basic formulation which works for a single record
(and then based on loop on the N units of population), the new
formulation is more efficient from a computational point of view and
allows us to consider blocks of matrices

® \We have developed a code R generalized for the different data
structures at istat



Kronecker formulation details
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Simulation comparison

Population sample
e N = 100.000, 300.000. 500.000
e n=5000, 15.000, 25.000
e K=8 and J=14
Simulations
e G = 100 independent replicas of the sampling design

e M = 100 replicas of the response variable for each sample replicate

@ r.' N N 2
GMSE™ (049, 0) — 3 NSE, © (30,00) = 23 (% Y (Z A0 - E»Af"p.}) ) :
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Table 1: Registor data (covariates, sample and domain membership) with their nature and marginal propertics
for Subgroup B of the register.

Covariates

Variable type

Marginal frequency px,

: (-]
X : gender (Female)
Xy : citizenship (Italy)
X4 :2011 Education ¥ 1211

Sample membership

Categorical: {1,....5}
Binary: {0, 1}
Binary: {0, 1}
Categorical: {1,...,8}

(0.012,0.115, 0,208, 0.395, 0.270)

(0.477,0.523)

(0.071,0.929)

(0.005,0.024,0.171,0.204, 0.363, 0.026, 0.113, 0.004)

A: Sample indicator (Yes)

Domain membership (internal)

Binary: {0, 1}

(0.950,0.050)

~44) d — Xa: gender

Domain membership (external)

Binary: {0, 1}

(0.477,0.523)

2 d— X5 : mumicipality

Categorical: {1,...,9}

(0,075, 0.065,0.00,0.1,0.09,0.12, 0.08, 0.16,0.23)




Table 2: Model coefficients @, k — 1,
for & — 8 arc all set to zero since this

., K — 8 for Subgronp B based on the sample survey data.
used as bascline category.

Cocflicients

Response Category k

k=1 k=2 k=3 k—4 k=5 k—6 k-7 k-8
Model covariate (dummy)

Intercept 8897 6.021 8730 8018 0028 0574 0.000
[28, 39] -1.344 0130 -1.586  -2.069  -1.687  -2.862  0.000
[40, 49] H.804 0577 -0.852 -1427 -1.638 -2270  0.000
[50, &9] 0.966 2157 0267 -1.068 -1.392 1825 0.000
[70, ) 2,640 4.524 0765 0085 -1.151 0867  0.000

male 0.821 0286  -0.046 0079 0311 0.233  0.000
Italy -2.048 -0.411 0066 0032 -0.291 0311 0.000
k=2 0.261 3475 2110 2391 8306 1772 0.000
k=3 999 4.431 2827 2548 TO51 8471 0.000
kE—4 6.377 -2505 0143 0492 3400 3863 0.000

m k=45 0.016 4.512 h32 0772 13.889  13.409  0.000
k=16 -16.979 14753 -TATR  -5416  -2491 7184 5581 0.000
k=7 -10.654 - 4 -TH2T -G.8BD  -4.805 2696 5800 0.000

tk—8 -14.816  -14945  -15.966  -10.870  -9.100 -8.896 -0.020  0.000




Final Results 1

Table 3: Estimates of totals 6 — ¥~ | P k — 1,8 for the full register and for domain d € X, : Gender,
with their estimated GMSE. The sample fraction nf® /6 is betwoen 3.9% and 5.2% across all easos. Boostrap
estimates are based on B — 1000 boostrap resamples (with replacement).

Lincarized Estimator Bootstrap Estimator

o Saple

Category k

size n!
Full register: 3 —1, i—1,...,N
1 Illiterate 1039 49 15195 1186% 25938 15.38%
2 Literate but no education 6649 340 97462 470% 141041 5.65%
3 Primary 19886 26572 288343 1.08% 764264 1.75%
4 Lower secondary 84174 4285 530144 O8T% 2667366 1.90%
5 Upper secondary 113719 5682 497936 0.62% 545618 0.65%
6 Bachelor degree 7234 364 91337 4.18% 256850 7.00%
7 Master degree 32810 1524 171777 1.26% TORI25  2.56%
8 POD level 1054 44 16074 12.02% 35973 18.11%
Internal domain: 49, d — Male (47.7%)
1 Illiterate 300 14 4435 22.22% 12187 36.49%
2 Literate but no education 1560 81 24444 9.97% 28522 10.74%
3 Primary 19631 1015 114420 1.72% 300830 2.79%
4 Lower secondary 15853 2306 261562 112% 1142715 2.33%
5 Upper secondary H63T4 2775 243500 0.88% 200053 0.81%
6 Bachelor degree 2701 132 36350 7.06% 163317 14.50%
7 Master degree 14443 656 76429 1.9% 363488 4.12%
8 PhD level 510 20 7813 17.33% 14960 24.13%
Tnternal domain: %) d — Female (52.3%)
1 Illiterate 739 EH Wizl 14.m% 12041 14.73%
2 Literate but no education 080 259 72826 531% 167424 B.06%
3 Primary 30265 1857 172843 1.37% 219218 1.56%
4 Lower secondary 38321 1979 265811 1.35% 461937 1.77%
5 Upper secondary H7345 2907 251083 0.87% 300445 0.97%
6 Bachelor degree 4533 232 54303 5.14% I 5.10%
T Master degree 18367 868 93330 1.66% 13507 1.84%

8 PhD level 545 24 8069 16.5% 9646 18.18%




Final Results 2

Category k ﬁ'}:ﬂ Sample size n{ ) (,V,..‘ (.'\r’k CV, ¢
N = 100,000; n — 5 000

1 Illiterate 308 15 19.73%

2 Literate but no education 1886 81 9.64%

3 Primary 14537 724 242/6

4 Lower secondary 30854 1517 1.55%

5 Upper secondary AR667 1920 1.10%

6 Bachelor degree 2183 107 769%

7 Master degree 11247 600 1.92% 259% 1.87%
8 PhD level 317 12 15.62%  21.43% 15.53%
N = 300,000; n— 15,000

1 Illiterate 949 68 1421%  23.34%  13.90%
2 Literate but no education 5613 2092 548%  504% 5.22%
3 Primary 41411 2216 1.43% 2.10% 1.39%
4 Lower secondary 92610 14626 0.87T% L18%  0.84%
5 Upper secondary 116326 5802 0.63% 0.73%  061%
6 Bachelor degree 6464 206  43T%  518%  4.40%
7 Master degree aarn 1704 1.15% 1.3% 1.14%
8 PhD level a5 42 1141%  1747%  11.13%
N = 500,000;  n — 256,000

1 Illiterate 1581 80 10.86% 9.91%
2 Literate but no education 9375 469 4.22% 4.10%
3 Primary T2608 3656 1.10% 1.08%
4 Lower secondary 154465 TT63  0.68% 0.66%
5 Upper secondary 193322 9680 0.49% 0.49%
6 Bachelor degres 10936 662 3.38% 36%
7 Master degree 66129 2880 0.89% 0.87%
8 PhD level 1583 7 8TTR 8.38%




Final Results 3

Estimated CV by educatlon class
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Figure 3: Estimates of the CV with the three different estimators, and for N — 100.000, with n — 0.05 x N — 5000.
All results arc based on S — 100 replications of the three evaluation procedures,



Conclusions

In this work, motivated by ISTAT's programme, we took our first steps to

evaluate the feasibility / validity of a global measure of accuracy: GMSE.

Key advantages:
(i) Computationally and memory efficient
(ii) Allows on-the-fly estimation
Ongoing and Future Work:
(i) Extend and evaluate the GMSE to other structures of data / models.

(ii) Consider other methodological developments, such as: the case of
latent class models, the Bayesian framework, to incorporate the
additional uncertainty arising from the a priori distribution of model
parameters used for prediction.

(iii) Provide implementation support.
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