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1 I ntroducti on

RELAIS (REcord Linkage At IStat) is a toolkit providing a set of techniques for dealing with record
linkage projects.

The purpose of record linkage is to identify the same real world entity that can be differently
represented in data sourc&% even if unique identifiers are not available or are affected by errors. In
statistics, record linkage is needed for several applications, including: enriching the information stored
in different datesets; deduplicating datesets; improving the datauglity of a source; measuring a
population amount by capturecapture method; checking the confidentiality of pubBe micro data.
Starting from the earliest contributions, dated back to 1959 [13], there has been a proliferation of
different approachesased on statistics, databases, machine learning, knowledge representation.
However, despite this proliferation, no particular record linkage technique has emerged as the best
solution for all cases. We believe that such a solution does not actuallyaagishat an alternative

strategy should be adopted [5]. In fact, record linkage can be seen as a complex process consisting of
several phases involving different knowledge areas; moreover, several different techniques can be
adopted for each phase. Weibet that the choice of the most appropriate technique not only depends
on the practitionerés skildl but , mo st of all,
there is no evidence to prefer a given method to others or of the facffttiardichoices, at some

linkage stage, could bring to the same results. This is why it could be reasonable to dynamically select
the most appropriate technigue for each phase and to combine the selected techniques for building a
record linkage worKlow of a given application. RELAIS is a toolkit relying on these ideas.

The principal features of RELAIS are [5, 9, 11, 12]:

9 It is designed and developed to allow the combination of different techniques for each of the
record linkage phases, so that the resgltivorkflow is actually built on the basis of

application and data specific requirements.

9 It has been developed as an open source project, so several solutions already available for
record linkage in the scientific community can be easHyged. It isreleased under the EUPL

license (European Union Public License).

9 It has been implemented by using two languages based on different paradigms: Java,-an object
oriented language, and R, a functional language. This choice depends on our belief that a
recordlinkage process is composed of techniques for manipulating data, for which Java is
more appropriate, and of calculatioriented techniques for which R is a preferable choice.
The choice of Java and R is also in line with the open source philosipine RELAIS

project.

1 It has been implemented using a relational database architecture, in particular it is based on a

mySql environment that is also in line with the open source philosophy of the RELAIS project.
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The RELAIS project aims to provide record lage techniques easily accessible teexdert users.
Indeed, the developed system has a GUI (Graphical User Interface) that on the one hand permits to
build record linkage worktlows with a good flexibility. On the other hand it checks the execution
orderamong the different provided techniques whereas precedence rules must be controlled.

The current version of RELAIS provides a set of techniques to execute record linkage applications

according to the decomposition described in Section 2.

1.1 Add-ons of RELAIS 3.1

With respect to RELAIS versioB.0, RELAIS 31is compatible with the new versions of MySQL

Server (the current is the releaseR)rthermorethe following new features are available

Use of a MySQL user different to anonymous
New module foroptimal reduction to 1:1 linkage

New similarity metrics for string comparison

= _a -—a _=a

Treatment of Arabic texts

2 Record Linkage Processes in RELAI

The complexity of the whole linking process relies on several aspects of different nature. If unique

identifiers areavailable in the considered data sources the problem can be quite easily treated because

its complexity is reduced only to computational constraints. But, generally, unique identifiers are not

available and more sophisticated statistical proceduresnrglyion fAmat chi ng variabl es
linking data, are requested.

However, data sources are often hard to combine since errors or lacking information in the record

identifiers may complicate the integrated use of the information, in order to overcdmebstscles

record linkage techniques provide multidisciplinary set of methods and practices whose purpose is to

identify the same real world entity, which can be differently represented in one or more data sources.

RELAIS aims to join the statistical amdmputational essence of the linkage problem.

2.1 Phases

The idea of decomposing the record linkage process in its phases is the core of the RELAIS toolkit and
makes the whole process easier to manage; each phase has its own windows. Now, a general overview
on the main phases is given while more details are added later in the specific paragraph devoted to the
considered phase.

The main phases (shownkigure 2.1) are:
9 Data cleaning preparation of the input filgre-processing);

1 Choice of the common identifying attributes (matching variables);
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9 Choice of comparison functions;
9 Search space creation/reduction;
9 Choice of a decision model;

1 Record linkage procedures evaluation.

RN
Choice of Search Search

matching L—p{ space space Decision
variables and reduction C? AxB model
comparison AxB

function N~

@>

Generally speaking, th@eparation of input filess the first phase which, according to [14], requires

Data cleaning:
preparation of
the input files

Possible
matches

Figure2.1 - Phases of record linkage

75% of the whole effort to implement a record linkage procedure, in fact data can be recorded in
different formats, some items may be missing or with inconsistencies or errors. The key job of this
pha® is to convert the input data in a defined format, resolving the inconsistencies in order to reduce
errors deriving from an incorrect reported data. In this phase null strings are canceled, abbreviations,
punctuation marks, upper/lower cases, etc. agneld and any necessary transformation is carried out

to standardize variables. Furthermore the spelling variations are replaced with standard spelling for the
common words.

After the previous phase, it is importantcttoose matching variablésat are asuitable as possible

for the considered linking process. The matching attributes are generally chosen by a domain expert; in
Relais a set of metdata support the users in the choice of matching attributes. If unigue identifiers are
available in the linkale data sources, the easiest and most efficient way is to use these ones as link
variables; but very strict controls need to be made in case of using numeric identifiers alone. Variables
like name, surname, address, date of bicdm be used jointly insé€l of using each of them

separately; in such a way, one can overcome problems like the wide variationsarhtspelling or

the changes isurnamedepending on the variability of the marital status. It is evident that the more
heterogeneous are the itelf a variable, the higher is its identification power; moreover, if missing
cases are relevant in a field it is not useful to choose it as a matching variable.

Comparison functionare used to compute the distance between records on the values ofstte ch
matching variables.

In a linking process of two datets, sayA andB, the pairs needed to be classified as matches, non
matches and possible matches are those in the cross ptoxlictf a deduplication problem is

considered the spaceAsx (A1)/2. When dealing with large datsets, comparing all the pairs; ), a
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belonging toA andb belonging tdB, in the cross product is almost impracticable, in fact while the
number of possible matches increases linearly, the computational problenguaidestic, being the
complexityO(n?) [15]. To reduce this complexity it is necessary to reduce the number ofgdijsq

be compared. There are many different techniques that can be applied to reduce the search space;
blocking and sorted neighbourttbare the two main method3lockingconsists of partitioning the two

sets into blocks and of considering linkable only records within each block. The partition is made
through blocking keys; two records belong to the same block if all the blocking lecgqual or if a

hash function applied to the blocking keys of the two records gives the sameSedati.
neighbourhoodsorts the two input files on a blocking key and searches possible matching records only
inside a window of a fixed dimension whichdgls on the two ordered record sets.

Starting from the reduced search space, we can apply different decision models that define the rules
used to determine whether a pair of recoedd) is a match, a nematch or a possible match.

The core of aecord linkage process is thieoice of a decision modglatenables to classify pairs into

M, the set of matches and U, the set of-nmiches. The decision rule can be empirical or

probabilistic. In the deterministic approach, a pair is a matclagfréges completely on all the

matching variables chosen or satisfies a definedbase system, that is if it reaches a score that is
beyond a threshold when applying the comparison function.

The probabilistic approach, based on the Fellegi and Sunte fdddrequires an estimation of the

model parameters that can be performed via the EM algorithm, Bayesian methods, etc.

A linkage process can be also classified as: (i}torane problem, if one record in the set A links to

only one record in B and alsle other way around, (ii) orte-many problem if a record in a set can be
matched with more than one of the compared file, (iii) r@Ayany problem if more than one record

in each file match with more than one record in the other. The latter two pobiay imply the

existence of duplicate records in the linkable data sources.

Finallyyas not every record matched in the |Iinkage pro
l inkage procedure evaluationo,i stadsiitmpercmaead o
other words, during a linkage project is necessary to classify records as true link or true non link,
minimizing the two types of possible errors: false matches and falsmaiofhes. The first type of

error refers to matchedaerds which do not represent the same entity, while the latter indicates

unmatched records not correctly classified, that imply truly matched entities were not linked.

2.2 RELAIS Techniques

Each of the phases described in the previous section can be perémeoeding to different

techniques; depending on specific applications and features of the data at hand, it can be suitable to
iterate and/or omit some phases, as well as it could be better to choose some techniques rather than
others. In the current vemsi, RELAIS provides some of the most widespread methods and techniques

for the following phases:
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9 Data cleaning preparation of the input files (pprocessing);
Choice of matching variables;
Choice of comparison functions;

Creation and reduction of tearch space of link candidate pairs;

=A = =4 =4

Choice of the decision model;
9 Selection of unique links.

In the following, for each of the implemented phase, we briefly detail the available techniques.

2.2.1 Phase 0: Data cleaning preparation of the input files

In thecurrent version of RELAIS, several gpeocessing activities are provided, for preparing data in
the most effective way before execution of the linkage process itself. Available functions are, namely:

1 Check format
1 Conversion function : Field standardizat, Fields Merge, Filed Parse, Inaccuracy Repair

1 Schema reconciliation

2.2.2 Phase 1. Choice of Matching Variables

The choice of identifying attributes (or matching variables) is supported by a set afateethat can

assist Rel ai s 6s etwbmetadata dgumently dwvailablearacs k. The s
1 Completeness
1 Accuracy
1 Consistency
1 Entropy
1 Correlation
1 Frequency Distributions

In Section 7, the meaning and usage of each-daitan are detailed.

2.2.3 Phase 2: Choice of Comparison Functions

In the current version of LAIS, several comparison functions are available, namely:
1 Equality
1 Numeric Comparison

1 3Grams
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In Section 9.2 the details of such functions are introduced.

Dice

Jaro
JaroWinkler
Levenshtein
Soundex
WindowEquality

Inclusion3Grams
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REMAIS

2.2.4 Phase 3: Creation andReduction of the Search Space of Link Candidate

Pairs

A first functionality that RELAIS makes available is the creation of the search space of the pairs to be

linked by means of:

T

Cartesian Product

A reduction of the search space can be performed by métgme® available techniques, namely:

1
T
)l
1
)l
)l

Blocking

Sorted Neighborhood
Nested Blocking
Blocking Union
SimHash

Blocked SimHash

All the techniques need the setting of blocking variables. Such a choice is supported by a set of meta

data, partially overlapping witthose available for the choice of the matching variables. These are:

)l
)l
il

Completeness
Accuracy
Consistencies
Categories

Frequency Distributions
Blocking Adequacy

Entropy
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In paragrapt8, a detailed discussion on sutletadata is available.

2.2.5 Phase 4: Choice of Decision Model

Two kinds of decision models are currently available in RELAIS, nadetlgrministicand
probabilistic
The deterministic model, about which details are discussed in section 9.3, includes:

1 Exactmatching

1 Rulebased matching
The probabilistic model consists of an implementation of the:

1 FellegiSunter decision model [4]

The details of this model are in Sectith4.

2.2.6 Phase 5: Selection of Unique Links

In this phase a reduction from a matching MoNatmatching 1:1 can be performed. The techniques

currently available are:
Optimal 1:1 linkage on Fellegiunter output

Greedy 1:1 linkage on Felle§unter output

= =4 =4

Optimal 1:1 linkage on Rulbased Matching

1 Greedy 1:1 linkage on Ruleased Matching
Detailson the selection of unique links phase are in Section 10.

2.3 Examples of Record Linkage Workows

RELAIS is based on the consideration that every record linkage process is application dependent. As
seen in the previous section, we can consider the whategga@ecomposed in its constituting

different phases; for each phase we can choose between the available techniques or on the basis of a
suitable decision model. For instance, choosing the decision model to apply is not immediate: the
probabilistic one aabe more appropriate for some applications but less appropriate for others, for
which an empirical decision model could prove more successful.

Indeed, the available tools do not provide a satisfying answer to the various requirements that different
applications can exhibit. So the RELAIS toolkit is composed by a collection of techniques for each of
the singled phase that can be dynamically combined in order to build the best record linkage work

flow, given the application constraints and data featuredged as input (sekigure 2.2).
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Blocking

Jaro
JaroWinkler

Fellegi - Sunter

Rule-based Matching

Workflow 1 Workflow 2

Figure2.2 - Examples of record linkage workflows

3l nstallation

In this section we present the notes to install RELAIS boWiimdows environment and in Linux
environment. A detailed guide for installation in
Installation Gui ded.

3.1 Windows Environment: Requirements

To run RELAIS, Java, R and mySql environments rbeststalled. More precisely:
1 JavalDK 13 or higer
T MySQL server environment 5.0 or higer
1 MySQL OdbcDriver 5.0 or higher

1 R 3.4.00r higher

Furthermore, following settings are required:

Creation of an ODBC data source to connect to MySellgdrelais)

Installation oftheR packages ROI.plugin.clp and RODBC

Editing of db.param configuration file (located in the main directoyy®nteringlySQL user
and password dedicated to RELAIS
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1 For MySQL versios higher than 5.5 the secufide-priv parameter mustbesets 66 (empt y

string) in the my.ini configuration file.

It is important to verifythat thePATH systemvariablecontains the paths of Java.exe andRtexe
executables

To modify thePATH system variablgou must be #C administrator.

If different version of Java and/or R are installed on the PC, the new paths of Java and/or R must be
written in the PATH variable string before the paths of the previous version; we recommend to insert

the new paths at the beginning of the PATH variable.

3.2 Linux Environment: Requirements

To run RELAIS, Java, R and mySql environments must have been installed. More precisely:
JavalDK 13 or higer

mySql server environment (www.mysqgl.com)

mySql Odbc 5.x Driver or higher

R 3.40r higher

= = =4 =4 =4

R packages ROI, ROIl.plugin.clp, slaand RODBC

3.3 Linux Environment; Installation and Execution

To install RELAIS starting from the RELAIS2.2.zip file, it is necessary to unzip this file in a directory,

for example GRELAIS. This directory will contain the following files:
I Relais.bat
1 Relais.1ljar
1 mu_gen_embedded.R
T LP.R
I mu_from_marginals.R
1 RelaisBatch.bat
1 batchParameters.txt

1 db.param
the lib directory which contains the files msglconnecotjava5.1.18bin.jar and ojdbcl4.jar that are

necessary for the connection to the databases (MySQL aateDr
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During the installation of mySql environment it i
password. Moreover, it is necessary to create an

following schema:
1 information_schema
T mysql
1 relais

Thus the relais schema must have been created using the instruction:

CREATE DATABASE relais

It is important to notice that the data base name nelag bewritten in lower cases being the Linux
operating system case sensitive.

If no specific knowledgelmut the Linux operating system is held, it could be useful to install the
mySql Gui tool that gives a graphical interface to the data base and make easier to perform all the
operations described below.

Moreover, it is important to check that the libomyODBIi@ary has been installed, this library contains
the header necessary for a correct running of mySq|l.

Moreover, the libraries:
1 unixODBC_dev

1 unixODBC
must have been installed, these are necessary to connect to the data base starting from a R program.
Findly, it is necessary to modify the hidden file .ODBC.ini (that can be found in the own home folder)

writing the following instructions:

[ODBC Data Sources]

relais = Connector/ODBC 3.51 Driver DSN
[relais]

Driver = /ustr/lib/odbc/libmyodbc.so

Description = Connector/ODBC 3.51 Driver DSN

Server = localhost

DSN = relais
Port = 3306
User =

Pagel3



.. IStﬂt Relais U s e Guide — Version 3.1 R EI.‘ IS

Password =

Database = relais

ServerType = MySq|

Option =

TraceFile = /var/log/mysql_test_trace.log

Trace =0

To run the program just use the following command:
javaijar relais.jar
or after changing the Relais.bat file making an executable file (chmod 777 Relais.bat), just double click

on the Relais.bat file icon.
To install R packages, run the R environment and write the instruction:

install.packagesfiname_of packag®, dependencies=TRUE)

For example, to install IpSolve package write the following instruction:

install.packagesfipSolved, dependencies=TRUE)

3.4 Training Data Sets

The RELAI'S installation directory also coofitains
synthetic census like records, stored in the files census_a.txt and census_b.txt. The two datasets,
originally provided by W. Winkler, are available also with the SECONDSTRING package:

www.cs.utexas.edu/users/ml/riddle/data/secondstring.tar.gz

Census_a and census_b contain respectively 449 and 392 records. The true matches (327) can be found
by the IDENTIFIER field.

4 The RELAI'S Menu
As shown inFigure5.1, the RELAIS menu is composed by the following items:
1 Project
T Dataset
1 Preprocessing
1 Data Profiling

9 Search Space Creation
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1 Decision Model
1 Linkage 1:1

1 Linkage Result
1 Save

T Utility

In following sections, each of this menu will Betailed.

5 Project

Connection items are listed in the Project menu as showigimre5.1.

F'mject| Dataset Data Profiling Search Space Creation Decision Model Linkage 1:1 Linkage Result Sawve LWility

Hew Project
Open Last Project
Open Backup

Figure5.1: Project menu
Choosing the New Project item the internal database is initialized removing the content of the current
repository.
Thus choosing this option, the new connection refers to an empty database.
This operation is required in first run of the software.
Choosing the item Open last project a new connection to the database is performed without removing
the content of the repository which is-tgedate to the last run exit and the last transaction is returned
on the output window (sdeigure5.2).

RELAIS (=13

Project Dataset DataProfiling Search Space Creation Decision Model Linkage 1:1 Linkage Result  Sawve  Utility

Connection to database...

Cannection started

Lasttransaction executed:

Load Datasetfrom inputfiles at 2010004530 11:04:00: Successiully terminated

Figure5.2: Connection to database
Choosing the item Open backup, the window showfigare5.3 will be open. This window allows to
choose and to restore a process, previously saved as internal backup (sed $e&jochoosing this
functionalty, the content of the repository is removed and a connection starts to the repository

initialized with the content of the chosen process.
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x|

Select backup name:

|demusuuu | - |

| Restore || Cancel |

Figure5.3: Selection of a backup

6 Dat aset

The Dataset menu lists the different methods available to load the two input data sets. As shown in

Figure6.1 these methods are:
Read from input file

Read from DB Oracle

1

1

1 Read from DB MySQL
1 Read from backup

1

Read from residual

B RELAIS
Project jDatasety Data Profiling Search Space Creation Decision Model Linkage 1:1 Linkage Result Sawve LHility

Database  Read from Input Files
is Read from DB Oracle
Read from DB MySOL
Read from Backup
Read from Residual

Figure6.1: Dataset menu
Choosing Read from input file menu, the window showRigure6.2 will be open. This window
allows to insert the input file paths and to specify, for each of them, a field separator character. This
character can be specified by the user or selected among those listed.
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ELuad dataset from input files x|

Select dataset A input file

Dataset A: ||

Field separator

Select dataset B input file

|
Dataset B: |

Field separator

Deduplication Dataset A

[] Deduplication (ignore Dataset B selection)

Reset Load Cancel

Figure6.2: Selection of input dataets
Each data set must be a text file. The new line character defines each single record in the data set, the
separator character defines unambiguously the limits of each variable in a recadttik $esarator
character cannot appear as part of a variable value. Moreover, the separator character has to be unique
in all the data set.
Note The use of a space as field separator is allowed. It is necessary to insert the space character in the
Field separator combo box.
The first record must specify the data set schema. The two data set schema can be different but must
contain a set of common variables that are used in the following phases of a record linkage process.
The common variables must have game name, it is important to notice that the whole data set is
case sensitive.
The common variables are detected in a phase called schema reconciliation.
In the reading phase, unique identifier are added for each data set named respectively kethedsa for
data set A and key_dsb for the data set B.
In Figure6.2 it is also possible to specify a deduplication option, in case you are going to start a
deduplication process for which a unique dataset must be specifieed, deduplication aims at
finding matching records within the same dataset. If this option is specified, RELAIS is able to
implement efficiency optimization strategies.
Choosing the Read from DB Oracle Menu or the Read from DB MySQL Menu, the windewv sho

Figure6.3 will be open. In this window the following information can be input:

I data base: name of the source name;
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1 host: name of the server hosting the data base;

1 port: number of the port to use to connect ®ghrver;

9 user: name of the user;

1 password: password of the user;

1 DSA table name: name of the first table containing the data;

1 DSB table name: name of the second table containing the data.

X

[rata Base | |
Hos=st FPart
Lser | |
Passwiord | |
OSA Table Mame | |
OSB Table Hame | |
Lon | [ cancer |

Figure6.3: Read from DB Oracle window or Read from DB MySQL window
Choosing the Read from backup menu, the window showigare6.4 will be open. In this widow
is possible to choose an internal backup, previously saved (see S&titinbe used to restore the
input data set.

EAread from backup x|

Select backup name:

forum1 -

Copy Cancel

Figure6.4: Selection of internal backup
Choosing the Read from residual menu, a window similar to the one shéwguire6.4 will be open.
In this window is possible to choose the residaallts of a process previously saved, to be used as
current input datsets.

After the Dataset reading phase the following tables are created in the database:
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1 DSA : contains the datset A with the generated variable key dsa;
1 DSB : contains the datet Bwith the generated variable key_dsb;

1 RECONCILED_SCHEMA : contains the list of the common variables between the two data

sets.
7 Pr-rerocessing Functionalities
Preprocessing functionalities are avaiehahl&dl e i n

after the dataset loading.

We distinguish two types of functions:
9 Check functions

9 Conversion functions

The detail of each function is described in the following sections.

7.1 Check Functions

Given a variable for which a format rule is available, a klieoction in RELAIS allows to create a

list of the variable values that do not match the expected format rule.

This list is saved in a text file where the first line is the name of the variable and the remaining lines
report inaccurate values. The inactervalue list does not contain duplicated vatued present, the

NA value

An extract of the inaccurate value list file looks like:

NATION
FRANC
FRANSZE
MESICO
NEERLANDS

The name of the file and the directory where it must be saved are spbyifleel RELAIS user.
The Check functions are available by choosing the item menu:
Preprocessing> Check Format

The window inFigure7.1 to select the format rule is open:
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]
Check Format:
Dataset: Variable:
Dataset A |~ | [NUMERO -
i) Date Format Select format: dd/mminwy -
' Field Length Number of char: |
Inaccurate Value List Cancel

Figure7.1 - Check Format window

In the top of the window it is possible to select the dataset and the variable on which the check will be
performed.

In the bottom of the window it is possible to specify the rule format. In thisseelgau can specify a

specific date format or a fixed value for field length.

Using the fAlnaccurate Value Listd button, you can

created.

7.2 Conversion Functions

The output of a single conversion functigperating on a variable is a new variable. The new variable
is added to the dataset (while also maintaining the old variable).eWh&ariablemust have a name
that isdifferent from theoriginal variable name.

The following features for data manipulatiare available inthesume nu 6 Conver si on f unc!

7.2.1 Field Standardization

The fAField St an dlawsgédrfaraingiseriasof simplgbut afteneery useful
cleanup taskef the value®f a variable.

These cleanup tasks are:
1 Removespaces

1 Remove special chars (pdefined)
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1 Remove a char (usspecified)

i Case conversion

The Field Standardization functions are available by choosing the item menu:
Preprocessing> Conversion Functions> Field Standardization

The window inFigure7.2 is open:

=

Field standardization:

Dataset: Variable:

Dataset A |~ | |[NUMERO -
i) Remove spaces ) Remove all special chars{.,:;"\/")
i Remove char | i) Convert caseto |Upper -

New variable name: |

Add new variahle Cancel

Figure7.2: Fiels Standardization window
In the top of the window it is possible to select the dataset and the variable on which the check will be

performed.
In the middle of the window it is possible select one ore more standardization task to perform.

In the bottom of the window it is required the name of the new variable.

7.2.2 Fields Merge

The AFi el ds &ew geatihg hew naciable loy woncatenation of filler and/or the
existing variables of the dataset.
The Field Merge functions are available by choosing the item menu:

Preprocessing> Conversion Functions> Fields Merge

The window inFigure7.3is open:
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x

Field Merge:
Dataset: Dataset A |+
\ariable: NUMERO - Add
Separator: Add

Fields to merge list:

Remove

MNew variable name:

Add new variahle Cancel

Figure7.3: Field Merge window

In the top of the window it is possible to select the dataset.

In the middle of the window it is possible select one ore more existing variabtesge and, if

desired, a filler as variable separator. The Add button commits the choice.

In the bottom of the window are shown the actual elements of concatenation and the required name of

the new variable.

7.2.3 Field Parse

The AFi el d &lawsspidting afvariabte treating two new fields in the dataset.
The Field Parse functions are available by choosing the item menu:
Preprocessing> Conversion Functions> Field Parse

The window inFigure7.4is open:
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x

Field Parse:
Dataset: Variable:
Dataset & |« | |[NUMERO -

i Separator Ij ) Length D

Starting from: Begin -

First new variable name: | |

Second new variable name: | |

Add new variahles Cancel

Figure7.4: Field Parse window

In the top of the window is possible to select the dataset and the variable to parse.

In the middle of the window it is possible select the parsing rule. The variable saplit lingy

specifying the number of chars from the beginning or from the end. In alternative, a separator char can
be specified.

In the bottom of the window the names of the two new variables are required.

7.2.4 Inaccuracy Repair

The Al naccur acalowBoeeptiag arnéw variabte dot d dataiset as a copy of an existing
variable where the inaccurate values are repaired
an inaccurate value with the corresponding correct value must be providethpstdry an external

text file named AConversion I nput Fileo.

The format of this file is the following:

1 The first row of the file is a header with the name of the two fields (old variable with

inaccurate values and the new variable).

1 In each subsequenbw, an inaccurate value has a corresponding value proposed as correct
(separated by the char separator).

An extract of the conversion input file looks like:
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NATION;NATION_CORRECT
FRANC;FRANCE
FRANSZE;FRANCE
MESICO;MEXICO
NEERLANDS;NETHERLANDS

The Inacurate Repair function is available by choosing the item menu:
Preprocessing> Conversion Functions> Inaccuracy Repair

The window inFigure 7.5is open:

=

Inaccuracy Repair:

Dataset: Variable:

Dataset A |+ | |SURNAME -

Select comversion input file

File name

Field separator -

MNew variable name:

Add new variahle Cancel

Figure7.5: Inaccuracy Repair window

In the top of the window it is possible to select the dataset and the variable on which the check will be
performed.

In the middle of the window it is possible to select the conversion file and the character to be used as
field separator.

In the bottom of the window it is required the name of the new variable.
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7.2.5 Schema Reconciliation

RELAIS performs automatically a schema reconciliation combining the variables of the two input
datasets according to their names (read in the reatidre input files). The same reconciliation is
performed for the new variables, created fromgnecessing functions.

In addition to these automatic associations, RELAIS user has the opportunity to review them by the
functionality om®chema Reconciliatdi

These functions are available by choosing the item menu:

Preprocessing> Schema Reconciliation

The window inFigure 7.6 is open:

Schema Reconciliation x|

Common variables:

Dataset ADataset B >> Common

ADEMTIFIER | IDENTIFIER == IDENTIFIER Remove
SURMNAME F SURMAME == SLIRMNAME
MAME f MAME == MNAME

LASTCODE fLASTCODE == LASTCODE
MUMCODE FMUMCODE == NUMCODE
STREET/ISTREET == STREET

Add
Close
Figure7.6: SchemaReconciliation window
Using the fAiRemoveod button, you can remove the se

create a new common variable by selecting fidata s

common name in the window in .

Page25



.. IStaI Relais U s e Guide — Version 3.1 R EI-.‘ IS

Recunciled Schema x|

Add common variable reconciliation

Variable dataset A: NUMCODE -

Variable dataset B: SURNAME -

Common variabhle name: ||

Add Cancel

Figure7.7: Add common variable window

8 Data Profiling

To give the opportunity to the user of designing the record linkage-flawvkmore appropriate for the
application at hand, RELAIS toolkit supplies a data profiling phase in which a set of qualitgateeta

are calculated starting from real data providethpst; these metdata help the user in the critical

phase of choosing the best blocking or matching variables among those available and common to the
two datasets. Moreover, in order to come towards needs oshibled users, RELAIS proposes also a

default set of parameters, coming from communities and manuals, to help the dexikiog stages.

RELAIS 9[[=1{E3]

Project Dataset | Data Profiling | Search Space Creation Decision Model Linkage 1:1 Linkage Result  Sawve  LHility

Dratabasze will be ini] Blocking Variables
Syste_m 2 rea.dy' Matching Variables
Loading files in prod
Datazet A GiDocumenti utentetoscalDCMTNRELAISIDATdata_300ens 300 td
Dataset B: GDocumenti utenteitoscolDCMTIRELAIS\DATIdata_300ide300 bt
Data set loaded

Figure8.1: The data profiling menu

8.1 Methodological Aspects

The choice of the indicators for helping not expesers in selecting the variables most suitable for the
record linkage process is not easy. As stated above, the process is very complex and we identify some
essential indicators which could be helpful in the choice.

All the measures vary in the interval between 0, the minimum and the worst values, and 1, the highest
and the best for the selected indicator. The indicators are calculated separately for the two data sets
considered and for more than one variable, depgnain the choices adopted by the user.

For each of the selected variables the toolkit outputs the values of the picked out indicators.
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ltdéds i mportant to underline that we consider a
and the matahg variables but, as the aims of the selection are different, there are also some measures
that differ.

In particular, the indicators common in the selection of blocking and matching variable are:

1. completeness;

2. accuracy,;

3. consistency;

4, categories;

5. frequencydistribution;
6. entropy.

In detail, thecompletenesfl) is the proportion of nemissing records on the overall {ldr Ng) for
the considered variable in dagat A and B, respectively. A completeness equal to 1 means no missing
value in the variables (blocking or matching one).
Theaccuracy(2) implies the comparison of the recorded value of a variable with a dictionargebr
of reference values that are known to be correct for the variable; this measure provides the number of
correct- not out of range values on the overall.
Theconsistency3) gives information on how well each item of the selected variable réteties
items of a selected variable (e.g. province and region). It is necessary to indicate the variable that you
want to compare the item with and to give the set of values that the associated variable can assume.
Thecategorieg4) report the number dfifferent categories in the selected variable for both-sletis,
A and B.
Thefrequency distributiorf5) returns in output the tables (for A and B) related to the frequency
distribution of the variable, sorted by frequency.
Theentropy(6) calculates th Gini index for the selected variables, both for A and B-dets. An
index equal to 0 means that all the frequencies are concentrated in a single item of the variables,
instead, a value of the index equal to 1 means a complete heterogeneity irethle Yaltitha items
have the same relative frequencied,/K). The formula adopted is:

N
G=-a filog, f;

i=1

where i, i =1,2,..K, are the items of the selected variable.

8.2 Diagnostics for Selecting Blocking Variables

In order to reduce the search space of the candidate the most suitable variables are generally
those most discriminating and accurate, i.e., not affected by errors or missing values. Usually, variables

as zip code, municipality, geographic area, year of birth can be chosen as blocking variables when
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dealing with individual records. Then, links are searched only within the blocks, assuming that there
are no matches out of them; therefore, if the blocking variable is error affected, some true links could
be missed. Furthermore, it is useful to avoid kileg variables which create too small groups (i.e.
blocking variable with a large amount of values) in order to reduce risk of errors in the blocking
variable; in addition, also blocking variables which create too large groups must be avoided, generally
because they do not allow to reduce enough the search space. Generally speaking, it is suitable to
create blocks of the same size, selecting one or more variables, which present a consistent number of

values uniformly distributed among the units (for instarnhe day and month of birth).

B Settings E]

MetaData

Variable MMNAS

[] Completeness

[] Accuracy | | EE E
(=)l

[ ] Consistency | |

[ ] Categories
[_] Frequency Distributions
[] Blocking Adeguacy Block Dimension 1000000

[] Entropy

Figure8.2: Blocking variable indicators

Beside the above mentioned indicators, in case of the blocking variable selection we can also consider
theblocking adequacyneasure (sekigure8.2).

The indicator of thélocking adequacyives, in case of the selection of a certain variable, the

proportion ofblockswith size (number of pairs) under a fixed threshtte default one is 1.000.000)

on the overall. A blocking adequacy indicator equal to 1 means that all the modalities of the selected
variable create blocks below the fixed threshold. The default value biatiedimension is related to

the stochastic model estimableness, see Section 8.3 for more details.

8.3 Diagnostics for Selecting Matching Variables

Generally speaking, the matching variables determine if a pair of records identifies or not the same
unit. Asfor the blocking variables, also for the matching ones, it is suitable to select those with a high
identification power and a low error and missing rates.

The identification power of a variable increases according to its different values and depends on the
distribution of these values among the units: when a variable has alaniper of categories, but few

of these are much more frequent than others, it would be useless to select them as matching variables,
e.g. the surname Rossi can be more frequentsthiaie other surnames. The larger the number of

categories of a variable is, the higher is its discriminative power.
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The indicators that can be calculated in order to have a suggestion useful to the selection are those

B Settings E|

MetaData

variable MMMMNAS

[ ] Completeness

[ ] Accuracy | | I:IEI
[] Consistency | | I:E
] Entropy

[[] correlation \copPRB ~|

[_] Frequency Distributions

indicated inFigure8.3 and described in Sectiél

Figure8.3: Matching variable indicators
In case of the probabilistic model implemented in the current version of RELAIS, in order to identify
the model parameters, at least three matching variables must be selected. Furthermore, the adopted
model assumes the conditional independence of the mgtehiiables with respect to the matching
status. In general, the correct identification of the links depends on the number of matching variables
but, at the same time, if strongly correlated variables or variables with correlated errors are included in
themodel, the estimates could be not reliable, thus increasing the values of the matching weights
without improving the identification of the links. For this reason, also the correlation indicator are
calculated.
Thecorrelationmeasures the relationship Wween the selected variable and another one, picked up by
the users among all the remaining variables.

The formula for the index is :

2

Sohon
C=1- |a=i ?:1 nn;
min{(k - 1),(h- 1)}
where i and j are the items of the first and the

n; is the joired observed frequency of théhiand jth items and in(n;) is the observed marginal
frequency of the-th (j) item.

9 Creation and Reduction of the Sec
The search space of the candidate pairs is naturally formed by the cross product ofdsestered in

each input file. The functionality that implements the cross product is described in Sezt®ection

9.3introduces the problem of reducing the search space.
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9.1 Methodological Aspects

In a linking process of two datets, sayA andB, the pairs needed to be classified as matches, non
matches and possible matches are those in the cross pfoxlictn casewé r e consi-deri ng
duplication problem the spaceAsx (A1)/2. Many problems arise when dealing with large e,

connected with both computational and statistical aspects (see Se8}idro reduce thisomplexity

it is necessary to reduce the number of paird), a belonging toA andb belonging taB so as to have

a set of pairs of manageable si@tarting from this reduced search space, we can apply different

decision models that define the ruleed to determine whether a pair of recoejdj is a match, a

norrmatch or a possible match.

9.2 Search Space Creation

The cross product is a functionality that can be selected after reading the input data sets.

It is important to note that, whenthe séercs pace si ze i s Ahugeodo (e. g.
by more than 25,000 millions of pairs, with original data sets, each of 5,000 records), it is not suitable
to create the overall search space via the cross product, while one of the radatitais described

in Section 9.3s suggested.

» ™

4| RELAIS 3.0 alpha [E=EER
Project Dataset Preprocessing Data Profiling | Search Spnne{:mnﬁm| Decision Model Linkage 1:1 Linkage Result Save Utility
Database will be initialized... Cross Product |

System is ready - .
Search Space Reduction b| Blockin
Loading files in progress ... 9

Dataset A: G:\Decumenti UtentelluvalentDATRCENSUS Read From External File | Blocking Union

Dataset B: G\Documenti UtentelluvalentDATNCENSUS\census _b b Sorted Neighborhood
Data set loaded Nested Blocking
SimHash

Blocked SimHash

= ——— —

Figure9.1 shows how to select the cross product option browsing the menu:

Search Space Creation> Cross Product

- -
| RELAIS 3.0 alpha [E=R =R
Project Dataset Preprocessing Data Profiling | Search Space Creation | Decision Model Linkage 1:1 Linkage Result Save Utility

Database will be initialized... Cross Product |

System is ready - .
Search Space Reduction | Blockin
Loading files in progress ... <

Dataset A: G\Documenti UtenteluvalentDATNCENSUY Read From External File | Blocking Union
Dataset B: G\Documenti UtentelluvalentDATNCENSUS\census_b bd Sorted Neighborhood

Diata set loaded Nested Blocking
SimHash
Blocked SimHash

Figure9.1: Selection of the crogzoduct
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9.3 Search Space Reduction

In some linkage applications, the search space reduction can be useful for two different reasons.

First of all, when managing huge amount of data, it can be useful to reduce the execution time and the
used memory space byeans of a suitable partition of the entire space of pairs coming from the cross
product of the input files.

Second, if a probabilistic record linkage approach is used, there can be statistical problems in dealing
with huge amount of data. In fact, the Ipabilistic models, generally used in order to estimate the
conditional probabilities of being link or being nbink, do not allow to correctly identify such

probabilities when the number of possible links is too small with respect to the whole setidditeand

pairs. The statistical problem can be overcome by means of the creation of suitable groups or partitions
of the whole cross product set of pairs, so as in eachrsuip the number of expected links is not

much smaller than the number of candidaiespin particular, when the probabilistic model assumes

that the overall candidate pairs are a mixture of the two unknown distributions of the true links and of
the true nodinks, as in the current version of the probabilistic decision model implemieyted

RELAIS, if one of the two unknown populations (the matches) is really too small with respect to the
other (the nommatches), it is possible that the estimation mechanism is not able to identify it: in fact,

the estimation algorithm could still convergeit it could estimate another latent phenomenon different
from the linkage. In this situations, some authors [10] suggest to apply a reduction of the pairs space so
that the expected number of links is not below 5% of the overall compared pairs. Thei&a is
suggestion, actually a prudential suggestion; in practice, if the matching variables have a high
identification power, good results can be achieved even if the expected number of links was around the
1a of the overall compared pairs.

Among the sewval reduction techniques, the current version RELAIS provides the Blocking method

and the Sorted Neighbourhood Method. The first step required in RELAIS is the selection of the
variables for the reduction. This task can be supported by the data praftivity §See Section 7.2).

9.3.1 Blocking

An easy way to reduce the search space is to restrict the comparisons only to the pairs that report the
same values for the selected blocking variables.

The blocking step requires the selection of the blocking keydonere variables), after which the
creation of blocks is automatically performed.

To select the blocking variables, browse the menu:

Search Space Creationr  Search Space Reduction  Blocking

Figure9.2, shows the window that is opened to select the blocking variables.
After the execution of the blocking step, a Block_Modality table is created that reports information on

the number of creatieblocks and on their sizes, as showkigure9.3.
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The table can be visualized by selecting:

Utility - Table Display

Select blocking key

\Variables:

Blocking key:

REIFRIS

BUSINESS_NAME

ITY

ADDRESS

"WEAR_BEGIN
RANGE_CLASS
MATCHREF

CLASSIFICATION

Remowve

| Ok | | Cancel

Figure9.2: Selection of the blocking variables

x|
BLOCK _MNUMBER BLOCK_MODALITY FREQILIEMCY CONTINGEMCY _TAELE hll_TAELE

1 Ascoli 210 CORMTIMNGEMCY _TABLE_CITY_1 MU_TABLE_CITY_1
2 Bologna 2849 CORMTIMNGEMCY _TABLE_CITY_2 MU_TABLE_CITY_2
3 Bolzano 464 CORMTIMNGEMCY _TABLE_CITY_3 MU_TABLE_CITY_3
4 Brindisi 266 CORMTIMNGEMCY _TABLE_CITY_4 MU_TABLE_CITY_4
il Catanzaro 247 CORMTIMNGEMCY _TABLE_CITY_A MU_TABLE_CITY_a
1] Firenze 120 CORMTIMNGEMCY _TABLE_CITY_& MU_TABLE_CITY_G
T GEorizia 224 CORMTIMNGEMCY _TABLE_CITY_7F MU_TABLE_CITY_ 7
a Milano 2024 CORMTIMNGEMCY _TABLE_CITY_8 MU_TABLE_CITvY_ 8
] Mapoli 19498 CORMTIMNGEMCY _TABLE_CITY_8 MU_TABLE_CITY_ 9
10 Padova 363 CORMTIMNGERMCY _TABLE_CITY_10  [MU_TABLE_CITY_10
11 FPalermo 234 CORMTIMNGERMCY _TABLE_CITY_11 MU_TABLE_CITY_11
12 FPerugia 108 CORMTIMNGEMCY _TABLE_CITY_ 12 [MU_TABLE_CITY_12
13 Pescara 2849 CORMTIMNGEMCY _TABLE_CITY_ 13 [MU_TABLE_CITv_13
14 Foma 2256 CORMTIMNGEMCY _TABLE_CITY_ 14 [MU_TABLE_CITv_14
14 Sassari roz CORMTIMNGERMCY _TABLE_CITY_ 15 [MU_TABLE_CITv_14
16 Savona 194 CORMTIMNGEMCY _TABLE_CITY_16  [MU_TABLE_CITY_16
17 Tarino a849 CORMTIMNGEMCY _TABLE_CITY_ 17 [MU_TABLE_CITY_17
18 WEnezia 210 CORMTIMNGEMCY _TABLE_CITY_ 18  [MU_TABLE_CITY_18
149 Werana 48 CORMTIMNGEMCY _TABLE_CITY_ 19 [MU_TABLE_CITv_149

9.3.2 Blocking Union

Figure9.3: Block_Modality table

Similar to Blocking this technique reduce the search space only to the pairs thatheparhe values

for the selected blocking variables. Different with Blocking the search space is not divided in exclusive

blocks but all pairs survived are placed in a single space that will be the input of the subsequent phases.

Also the blocking union ep requires the selection of the blocking key (one or more variables).

Using this technique the Block_Modality table is not created.
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9.3.3 Sorted Neighbourhood Method

The Sorted Neighbourhood Method (SNM) consists of ordering the two data sets to link adooading
sorting variable. Then a fix sizewindow runs on the unified sorted list and all the pairs falling into

the window are considered as candidate pairs.

The sorted neighbourhood also requires the selection of the sorting variable, in the saméevay as t
blocking method. However, it also requires the specification of the size of the comparison window.
The size will be selected by taking into account the risk of missing true links, for instance if the
number of units with the same value of the sortedhisl is larger than the fixed size.

Figure9.4 shows the window for the selection of the sorting key (one or more varidbiggye9.5

shows the window where the neighbourhood window size can be specified. This latter is automatically

opened after the selection of the sorting variable according to:
Search Space Creation  Search Space Reduction Sorted Neighborhood

B select sorting key x|

Variables: Sorting key:

BUSINESS _NAME Add
CITY
ADDRESS
CLASSIFICATION Bamos
AR_BEGIN
RANGE_CLASS
MATCHREF

0Ok Cancel

Figure9.4: Selection of the sorting variables
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BEAchoose window size P

Window size:

]

| Start || Cancel |

Figure9.5: Selection of the window size in the sorted neighborhood method

9.3.4 Nested Blocking

Nested blocking is a strateggsulting from the combination of blocking and sorted neighborhood.
More specifically, first the selection of a blocking key is required, and a blocking strategy is
consistently applied. Then, within each block, a sorting variable is required to bedsededteat the
sorted neighborhood method can be applied (limited to each block).

In order to select the nested blocking method, the following path must be followed:

Search Space Creation  Search Space Reduction Nested Blocking

The windows supportinthe execution of the method are the same of those described for the blocking

and sorted neighborhood methods applied separately (see B4 and9.5).

9.3.5 SimHash

SimHash is a localitgensitive hashing (LSH) technique used to findingnesgtborsin high

dimensional space [20]Individual records can be represented as data points (or feature vectors) in
suchspace.Nearei ghbors are points whose fAdistanced does
metric used by SimHash to measure similarity betwe records is (inversely) proportional to the

cosine distance or to the angle between their feature vectors. Another popular LHS technique called
MinHash[21] is based on the Jaccard distance between two documents represented as sets of features
(shindes). SimHash, like MinHash, is a data reduction algorithm because it allows to compress entire
documents (e.g. web pages, newspaper articles) into short signatures or fingerprints with the desirable
property, common to all LSH families, that documents #ne closer to each other are more likely to

have similar fingerprints. The method is probabilistic because it makes di$eiti d<<n=number of

documents being compared) randomly drawn-lemigith vectors to separate feature vectors imthe

dimensiom| hypersphere. Each feature vector is Ohashe
of these unidengh vectors and setting the resulting value to 1 if the product is positive and to zero

otherwise. Being independently drawn, these hash vatuebe concatenated to form it vector

signature. It can be shown that the angular distance between feature vectors can be approximated by

the hamming distance (the number of 0/1 bits in which they disagree) between their fing@pyints

Finding the hamming distance between tdibit streams is faster and highly memory efficient.
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Fast Search Algorithm

Once then fingerprints have been created the search forneighbors is performed by first jumbling

their bits using a random permutation functéord then arranging the permuted signatures in
lexicographic order to create a sorted [[2&8]. A number of such random permutation functions is
chosen resulting inalternative sorted lists. The search algorithm is then similar to the SNM presented
in 9.3.3, with one key difference: rather than using a scanning window of fixed,siiese neighbors

in each sorted list are considered candidates and inserted in the reduced search space iff their hamming
distance does not exceed a predefined threshdidan be shown that the time complexity of creating
the search space improves fr@(r?) to O(n).

Implementation of SimHaéh Relais 3.0

The current version of SimHash implemented in Relai©80been tested extensively on large
population registers as well as on census [@4fia The algorithnusesd=128bit signatures generated

by decomposing the original records (strings) into feature vectors madetigh shinglesgartially-
overlappings-grams). The features are weighted using two alternative sets of weidinsag)

where the weight is equal to the numbetiraés a given shingle appears in a given record, and b)
TF-IDF, where shingle frequency is scaled up or down depending oarttyéubiquity with which

they occur in the whole dataset (all records). The fast search algorithm perforri #t

permutations thus creating as many sorted lists of fingerprints. A number of choicasddr

(hamming distance threshold) is avhla

Permutations simply consist of hetstail rotations of contiguoug-bit streams. Theotation

parameter is determined byl/q. For instance, witl=128 andy=8, r is equal to 16. In this casd 3
(16+16+2) different sorted lists of signatures wik lsreated and searched. The additional 16 lists are
generated by applyingg-bit rotations to the inverse of the original signatures, while theéviast

sorted lists arrangide signatures according to the alphabetical order of the or{@i8atound)and

inverted (34 round)stringsthey were constructed from. &betwo last searces only use threshold

which is about 25% tighter thd&becausehetarget isto find those residual strong candidates which
may have gone undetected in the earlier searches. For every sorted list the search algorithm only inserts
in the final search spatlee newly found candidate pairs, i.e. those not yet found in the sorted lists
already searched.

To use SimHash select the following path from the menu

Search Space Creation  Search Space Reduction SimHash

The next windowshown inFigure9.6, allows the selectioof the fields (keys) to be concatenated
and then shingled toonstruct the LSH fingerprintEinally, from the window shown ifigure9.7

the user can set ttf&@mHashparameters
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| £ Select key for shingling I&

\fariables: Chosen key:

DENTIFIER Add
SURNAME
NAME
LASTCODE Remove
NUMCODE
STREET

Ok Cancel

Figure 9.6: Select key for SimHash shingling window

| £ SimHash Parameters @

Grams size: 2 -
HD threshold: 45 -
Number of rotations: 4 -

Use TF-IDF weights: LJ

Continue Cancel

Figure 9.7: SimHash parameteis window

Il n particular, O0Grams sized sets the | ength o
distance threshold k, i.e. the maximum number of bits in which the fingerprints can disagree

(out of the 128 currently available) in order to be regarded asmnear gh bor s; O Number
rotationsd sets the parameter r governing the
row is a check box which can be selected to us@fhOF weights instead of linear weights.

Practical tipsfor parametersetting

a. Shingle sizes (s-gram): pickslarge enough that the probability for any given shingle appearing in

any given record (string) is low. E.g.: wigh2 (bigrams) and supposing that records (strings) are only

made of letters (blank spaces were removed) #rer@6°2= 676 possible shingles. With an average
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length of 15etters (14 bigrams) per string the probability that any given shingle appears in any given

record (string) is reasonably low.

b. Similarity thresholdk. Thechoice ofk affects the false positive/false negative traffe Whenk is

set to a low value only very neaeighbors areansidered as candidates. Such choice will keep the

dimension of the search space under control at the expense of excluding some candigedgiqairs

could turn out to be genuine matches. If, on the contifagymain concern is to limit the number of

genuine matchewhich are left out of the reduced search syffadee negativesk should be set to a

higher valueA possible strategis to setk close to the hamming distance between the signatures of
6marginal 6 I'inks, that i s r ecnatcldseverathougdheywbi ch ar e
not look very similarThis can, however, increase considerably the dimension of the lsgpeagse of

the inclusion of many false positivdgnally, for a given fingerprint lengtti andshingle sizes, the

choice ofk depends on the length of the original records to be compared. If these consist of short

strings such as short text messagdsilbnames at birththenk should be sett highervaluesrelative

to applicatios to longer text documents sucheamiails for instancen fact, a difference in one

shingle only between short stringsts amplifiedntermsofs i gnat ur es® hammi ng di st a
to longer strings where orghingle differences have a much lower impactemucingthe overall

similarity score between the records as well as between their signatures

c. The rotation (rounds) parameteBearchig through 2+1 sorted lists could take a whilenis

large. However, @idence from an application of SimHash to the Italian Population Cé24lushows

thatthe dimension of theearch space is much more sensitive to chaddingnr. Therefore, the

advice is to pick not too low.

9.3.6 Blocked SimHash

Blocked Simhash combines the Blocking Union method (9.3.2) with SimHash (9.3.5). Whenever a
reliable blocking key is available, SimHash can be used to createdpecKic search spacesghich
are then consolidatedtanone finalreducedspace by the Blocking Unidacility. The logic is identical

to the Nested Blocking strategy illustrated93.4.

9.4 Read from external file

This functionality permits to the Relais user to load the péitlsededucedsearch space using a text

file.

In this way the user is free to apply a personal algorithm to perform this phase and enchain this step
into to the Relais linkage project. This functionality is only recommended for user who have

experience in record linkage process methodologies bedsisesult obtained by this way are not
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processed by another checking step and errors in this phase can have serious impacts on the
continuation of process.

The use of the read from external file functionality requires the selection of the file of syraived

This file must be a text file. Each single record of file (the pair of search space) is defined by two
values:

Respectively the dataset A key and the dataset b key. The key is the number of record in the dataset.
The values as limited by a separatbaracter and the new line character reveals the end of record.

First line of file represent the variables name and is skipped from the software.

An example of this file is:

key dsa;key_dsb
347;109
1078;470

2099;2

16;401

The O6Read ffundionality gah leedannghedfrom the path:

Search Space Creation Read from external

10Deci si onal model s
As reported in the introduction, RELAIS has the objective to provide different approaches and

techniques to deal with the various record linkage lprob. RELAIS implements both a method for
probabilistic record linkage, according to the Fellegi and Sunter theory [4] and two methods for
deterministic record linkage, based on comparisons of matching variable values. The principal steps to
apply the diferent methods are treated in the next sections, while methodological details on the
probabilistic implementation are given in appendix A.

Some general aspects related to the advantages and disadvantages of each method are given in the next

section.

10.1 Methodological aspects

A distinction between deterministic and probabilistic approaches is often made in research literature,
where the former is associated with the use of formal decision rules while the latter makes an explicit
use of probabilities foretiding when a given pair of records is actually a match. Actually, it is

difficult to make a clear distinction between the two approaches, especially with respect to proposals
coming from the computer science area. According to some authors (e.g.cStatisita)

deterministic record linkage is defined just as the method that individuates links if and only if there is a

Page38



.. IStﬂ'[ Relais U s e Guide — Version 3.1 R E I.‘ IS

full agreement of unique identifiers or a set of common identifiers, the matching variables. Other
authors backed up that in determirastcord linkage a pair is a link also if it satisfied some specific
criteria a priori defined; actually not only the matching variables must be chosen and combined but
also a threshold has to be fixed in order to establish whether a pair should beredrsside or not,

that is this kind of linkage is almaeskact but not exact in the strict sense [14]. In the deterministic
approach, both exact and almestact, the uncertainty in the match between two different databases is
minimized but the linkage ta could be very low.

Deterministic record linkage can be adopted, instead of probabilistic method, in presencefaderror
unique identifiers (such a social security number or fiscal code) or when matching variables with high
guality and discriminatingower are available and can be combined so as to establish the pairs link
status; in this case the deterministic approach is very fast and effective and its adoption is appropriate.
From the other side, the rule definition is strictly dependent on theadaton the knowledge of the
practitioners. Moreover, due to the strong importance of the matching variable quality, in the
deterministic procedure, some links can be missed due to presence of errors or missing values in the
matching variables; so theahe between the deterministic and probabilistic methods must take into
account Athe availability, the stability and the
important also to underline that, in a deterministic context, the linkage qeetitge assessed only by
means of rdinkage procedures or accurate and expensive clerical reviews. The probabilistic approach
is more complex and formal abut can solve problems caused by bad quality data. In particular it can be
helpful when differently gelled, swapped or misreported variables are stored in the two data files. In
addition the probabilistic procedure allows to evaluate the linkage errors, calculating the likelihood of
the correct match.

Generally speaking, the deterministic and the prdiséibiapproaches can be combined in a two step
process: firstly the deterministic method can be performed on the high quality variables then the
probabilistic approach can be adopted on the residuals, the units not linked in the first step; however

the jant use of the two techniques depends on the aims of the whole linkage project.

10.2 Selection of Comparison Functions

Comparison functions measure the Asimilarityod bet
literature and provided in RELAIS, as descrilbedow. Generally speaking, the results of a

comparison function can be also composed of categorical or continuous values. In RELAIS each

comparison function is normalized and its results are in the range [0,1]. Moreover, it is requested to the

user to chose a threshold, between 0 and 1, consequently RELAIS converts the results in binary

elements, treating all the results above the threshold as 1 and all results below the threshold as 0. The

higher distance for two strings is, the more similar the stiangs

Page39



.. IStﬂt Relais U s e Guide — Version 3.1 R EI.‘ IS

A part the equality function, hereafter, we list of the comparison function available in RELAIS with a
short descriptionSome of theéncluded functions are part of the Java package StringMetrics

(http://www.dcs.shef.ac.uk/~sam/stringmetrics.html

1. Numeric Comparison

This metric compare two strings by their numeric value. Thus named Nx and Ny the numeric value of
the two string Sx and Sy the numeric comparison is:

min(|N, [,[N, [)

max(| N, |.IN, )

NC(S,.S,) =

Ifthe stringsa e not numeric or the two numbers have diff

2. Levenshtein

This is the basic edit distance function whereby the distance is given simply as the minimum edit
operations which transforms stringl into string2. Edit operations are: copy a character from stringl
over to string2; delete a character in stringl; insehtaaacter in string2; substitute one character for
another . Some other comparison functions reported below are extensions of the Levenshtein distance
function, and typically they alter the cost of the edit operation, while in the Levenshtein functien all
operations have the same cost.

3. Dice
Dice comparison function is a term based similarity measure and is defined as twice the number of
terms common to compared entities divided by the total number of terms in both tested entities.

2* CommonTerms

Dice=
Numberof terman Stringl+ Numberof termsn String2
4. Jaro[16]
The Jaro comparison function takes into account typical spelling deviations. Briefly, for two strings s
and t, let s’ be the characters in s that are fAco
"common with" s; roughly speaking, acharactea i n s is Ain commond with t

appears in about the place in t.
Let Ts nneasure the number of transpositions of characters in s' relative to t'. The Jaro similarity metric

forsandtis

Jaro(s, ) =lgﬁ +H +|S|-A

3% M 2

- 000

5. JareWinkler [17]
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This metric, an xtension of the Jaro comparison function (4), tends to modify the weights of the pairs
s,t with a common prefix; the JaWinkler distance metric is particularly suitable in case of short
strings such as person names.

The Jarewinkler function for s and t is

Jaro- Winkles,t) = Jards,t)+(Ip* (1- Jards,t)))

wherel is the length of common prefix at the beginning of the string; p is a constant scaling factor for
how much the score is adjusted upwards for having common prefixes. In Relais the value of gonstant
is the standard used in Winkler's work[17]: p = 0.1 and the vallieari not exceed 6. This adjustment

gives more favorable ratings to strings that match from the beginning for a set prefix length.

6. 3-Gramg[18]

Q-grams are generally used in approximateistn g mat chi ng by #Aslidingo a wi
characters of a string s to create a number of 'q' length grams (in the case of RELAIS we considered q

equal to 3) for matching.

A match is then rated as number efigm matches within the secondrsg, t, over possible-grams.

When two strings s and t have a small edit distance, they also have a large nurrants o

common.

7. Soundex

The Soundex function is a rude phonetic indexing scheme that generally focuses on individuals hames;
with this metric the errors in phonetic are easily recognized, e.g. the names John, Johne and Jon
referred to the same person.

This is a term based evaluation where each term is given a Soundex code, each Soundex code consists
of a letter, the first one of thérimg, and five numbers between 0 and 6. The numbers are based on the
consonants as in the following table:

1) B,P,F.V

2) C,SK,G,J,Q,X,Z

3)D,T

4)L

5) M,N

6) R

The vowels are not used. If two or more adjacent (not separated by a vowel) letters have the same
numeric value, only one is used. This also applies if the first letter and the second one have the same
value; the second letter would not be used to generdigit. If there are less then six consonants in the
string, the code is filled out with zeros. This approach is very promising for disambiguation of

transliterated/misspell names.
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8. Window Equality

The window equality function compares integer nuraber
Been x and y two integers to be compared, beémewindow size defined by the user, x and
y are considered equals if and only iF{p<=w).

9. Inclusion3Grams

Similarly to 3Grams, the Inclusion3Grams depends on numbefl@fidh grams common to the two
strings, however in this case the targeh&samount 0B-gramsof the shortest string. This difference
implies high scores when the shors&ring is contaiad, completely or paeily, in the lon@rone.

10. Simhash

Using Simhash comparisgitne similarity of two string depesan the Hamming Distancealueof the

fingerprintsof the two stringgalculated with the Simhash method (see at the para§rafh

In particular, the function uses the algorittmtalculat the fingerprint described in the

Simhashparagraptwith 3 as gram size anslithout usingthe TRIDF weights.

Defined FL thebit length of fingerprints (in this case 128) adb the Hamming Distance from the

two fingerprints(i.e. thenumberof bits inwhich thefingerprints disagréethevalueof similarity

is calculated through the followirfgrmula
Y@ Qi ho —Olioi?o

11.Weighe®Grams

Similarly to 3-Grams, the Weigh&dsrams depends onl@ngth grams commaanddifferent ofthe

two strings, however in this casach 3gram carassume a different weight in tbelculation In fact,
a common Yramassumea weightvalueinversely proportional tthe logarithm ofts frequency
in the whole datased, different 3gram insteadakesas weight theverage valuef the
weightsof all 3-grams in the dataset.
DefinedrespectivelyC(s,t) U(s)andU(t) the sets of the commonddams in the stringsand
t, the different 3grams insand the different-rams int. Andin the same waglefined
WC(s,t) WU(s) andWU(t) the sum of weightsf 3-gramsin C(s,t) U(s) andU(t), the
similarity valueis calculated through the following formula

w6 i

W QAWEOI a 03D ORI oo
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10.3 Deterministic Decision Models

The deterministic record linkage is associated with the use of formal decisioandlgéxan be

adopted, instead of probabilistic method, in presence ofEa@munique identifiers (such a fiscal

code) or when suitable matching variables with high quality and discriminating power are available

and can be combined so as to establistphirs link status; in this case the deterministic approach is

very fast and effective and its adoption is appropriate.

The Decision Model menu, lists the available models to solve a record linkage problem. It contains two

menus:
9 Deterministic

9 Probabilstic

In particular the Deterministic menu contains two empirical models, based on deterministic rules, to

classify pairs of record as match or roatch. Deterministic models, in this implementation, do not

admi t the state

of Apossi bl ematcho.

RELAIS

Project Dataset Data Profiling Search Space Creation

Decision Model

Dratabase will be initialized...
Systemn is ready
Loading files in progress ..

Deterministic »
Probabilistic »

Equality Match
Rule Based

Save Lility

Dataset A GiDocumenti utenteltoscolDCMTNRELAISDATIData_300wens300 td
Datazet B: GDocumenti utenteito scalDCMTTRELAIS\DAT I ata_30Mide300 bt

Drata setloaded
Search space creation via cross product..
Search space creation done

Figurel10.1: Deterministic model menu

RELAIS (as shown ifrigure10.1) implements two deterministic model:

1 Equality match

9 Rule based

Choosing the Equality match menu the window showkrigrure 10.2 will be open. This window

allows to select variables that will compose the matching key.

Applying the Equality match, a pair of record is classified as a match if all the selected matghing ke

are equals, otherwise the pair is classified as anmatich.

To evaluate an exact match it is not required the creation of a search space. Moreover, in this model it

is not possible to choose a comparison function different from equality.
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Select matching key x|

Variables: Matching exact key:

USINESS_NAME Add
CITY
ADDRESS
CLASSIFICATION Remove
YEAR_BEGIN
RANGE

Ok Cancel

Figurel10.2: Selection of matching key

The outputs of the Deterministic Exact model are contained in the tables:

1 MATCHTABLE : table of match pairs with all the common variables of the two datasets and

the generated vaables key_dsa and key_dsb;
1 RESIDUAL_DSA : table containing record of data set A that are not classified as match;

1 RESIDUAL_DSB : table containing record of data set B that are not classified as match.
Choosing the Rule based menu, the window shoviigare10.3 will be open. This window allows

to define a complex rule for classify pairs as match.

x

MATCH RULE:

{ Equality[CITY] And Levenshtein[BUSINESS_MNAME]-=0.9) Or
{ Equality[CITY] And JaraWinkler[ ADDRESS]-=0.9)

\Variable: ADDRESS -
Add Condition
Metric: JaroWinkler ¥ | Threshold: w
Or Canc Clear rule
Ok Cancel

Figure10.3: Input deterministic match rule
This complex rule i s name d-ruesngathcsibulermaycendistafnd i s

conditions that mu st be checked at once, t hese
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differentsubrul es ar e separated by an AORO operator, that
button.

A single condition can be added using the AAdd Co
threshold to be used must be defined in advance.

As shown inFigure10.3, the variable AADDRESSO, the metric AJ
0. 90 are chosen. Usingcomei iiAdnd Tdobado Wi mnkhlde buADD
added to the rule. This condition is separated by
condition already existing. Therefore, thesub | e A Equal i ty[ CI TY] And
JaroWinkl er[ ADDRESS] > =récords verifiesthiscsahfleiif anel dnly ifthe pai r of
two records have the same attribute CITY and the attribute ADDRESS similar in the sense that

applying the JaroWinkler metric the result is greater than 0.9.

Moreover, in the example shownfiigurel0.3, anothersub ul e A Equal i ty[ CI TY] And
Levenshtein[]BUSI NESS_NAME] >=0.90 is defined; the
AOor o. A sverifiesthé rule itaadoonly if at least one of the twosus is satisfied.

The outputs of the Deterministic Rule based model are contained in the following tables:
1 CONTINGENCY_TABLE

1 DETERMINISTIC_TRUE_TABLE
Each condition is applied to pairs imetsearch space. The result of the condition applied to a pair is 1
if the condition is verified, O otherwise. The concatenation of all the results of the conditions is named
Acompari son patterno. The frequenceysaddinthach compa
CONTINGENCY_TABLE.
The patterns verifying the match rule are saved in the DETERMINISTIC_TRUE_TABLE.
Referring to the rule defined igure10.3, the output tables are shownRigure10.4 and inFigure

10.5%. Note that each condition is identified by the variable name.

x
CITY BUSINESS MAME ADDRESS FREQUEMCY

I} 1] I} 1487493

I} 1] 1 4

I} 1 I} 46

I} 1 1 5

1 1] I} 1064

1 1] 1 45

1 1 1] 74

1 1 1 an

Figure10.4: Contingency_Table

! For the definition of the weights see paragraph 10.
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P DETERMINISTIC_TRUE_TABLE X|
CITY BUSINESS MAME ADDRESS RILE WEIGHT
0 0 0 0 0.0
] ] 1 1] 0.0
] 1 1] 1] 0.0
0 1 1 0 0.0
1 0 0 0 0.0
1 0 1 1 0.0
1 1 0 1 0.0
1 1 1 1 0.0

Figurel10.5:Deterministic_true_table

10.4 Probabilistic Model

The probabilistic decision model available in RELAIS follows the Fellegi and Sunter
approach. Below we report the main aspects of this approach, with the only aim of introducing
and formalizing the problem. In Appendix A, more methodological aspects are provided.

Let A and B be two lists of size nA and nB. The goal of record linkage is to find all the pairs of units
(a,b), ain A, b in B, such that a and b refer to the sameasi) (Starting from the set

w={(a,b)ai Abl B} containing all possible pairs of records from the lists A and B, with size

|W|=N=n,2ng arecord linkage procedure is a decision rule based aothparison of k

matching variables that, for each single pairexfords, can take one thie following decisions: link,
possible link and netink. The comparison between the matching variables of the two units (a,b) is
made by means of a suitable comparison function, depending on the kind of variables and their
accuracy. For each pair of teet W, the result of the comparison of the matching variables is
summarized in the vect@, called comparison vector or comparison pattern. For instance, when the
comparison function applied to the k matching variables is the equality, the resultipgrisam

pattern is a {dimensional vector composed by 1 or 0, depending on the agreement or disagreement of

the variables:

gz(,gll"ng""’gk) » g=(l,0,1)

The probability models for linkage assume that the probability distribution of the comparison pattern
comes from a mixturef two probability distributions: the first one comes from the pairs (a,b) that
actually are the same unit, called distribution m; the other one comes from the pairs (a,b) that actually
represent different units, called distribution u. Starting from tlimagons of the two distribution
m(g) and ug), it is possible to define the composite matching weight, given by the likelihood ratio:
=M@ _Pg|Mm)

u(g) Prgu)

where M is the set of the pairs that actually are links and U is the set of the pairs corresponding to non

links, with Mz U=W and MUU=A .
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Fellegi and Sunter proposed an equation system to achieve the explicit formulas for the estimates of
m(g) and u@) when the matching variables are at most three. In more general situations, the conditional
distribution estimates carembtained via the EM algorithm [19], assuming a latent class model, in

which the latent variable is just the link status.

According to the Fellegi and Sunter theory, once the composite weight r is estimated, it is possible to
classify a pair as a link the corresponding weight r is above a certain threshgldd as a nehink

if the weight lays below the threshold; Tinally, for the pairs corresponding to weights falling into the
range I=(T,, Tw), no-decision is made and the pair is assigned lerécal review analysis. According

to the Fellegi and Sunter theory, a decision on the threshold levels has to be made in order to properly
manage the trade off between the need of a small number of expeatedisions and small

misclassified error ratder the pairs.

In the following sections the main steps of the probabilistic procedure are shown, the details on
methodologies are given in Appendix A. When blocking method is performed to reduce the search
space of pairs, RELAIS allows to the users tiffetent ways of applying the probabilistic model: it

can be applied in a orshot way to all the blocks or a specific block can be selected. Anyway, the
common preliminary operation to do for executing the linkage procedure is the selection of the
matchig variablesand the choice of the related comparison functions and thresholds, as shown in the

following figures.

& select matching variables x|

Variables: Chosen variables:

cITY Add USINESS_NAME
ADDRESS
CLASSIFICATION
YEAR_BEGIN Remove
RANGE_CLASS
MATCHREF

Ok Cancel

Figurel10.6: Variables selection
It is important to underline that at least 3 matchiagables need to be chosen in the current

implementation of RELAIS.
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|
Set metric and threshold
Match Variable BUSIMNESS_MAME
Similarity Metric JaroWinkler - Threshold n4
Ok Cancel
Figurel0.7: Metrics and thresholds setting
x|
BUSINESS_MAME cCITY CLASSIFICATION YEAR_BEGIMN FREGQUEMCY

I I 1] 1] 1316ED
I I 1] 1 2614
I I 1 1] 13423
I I 1 1 261
I 1 1] 1] 9370
I 1 1] 1 166
I 1 1 1] 1024
I 1 1 1 33
1 I 1] 1] GrE
1 I 1] 1 36
1 I 1 1] 447
1 I 1 1 a0
1 1 1] 1] 54
1 1 1] 1 a0
1 1 1 1] G
1 1 1 1 a4

Figure10.8: Contingency table

10.4.1Contingency Table

The first step of the probabilistic procedure consists of computing the comparison vector

g=\9---9, ""’gk), given by the result of the function on the k matching variables, for all the pairs

in the spacW. In fact, starting from the vector distribution among the pairs (reported in the

contingency table) the goal is the estimation of the probability distribution of the unknown random

vari abl e

~

il

nk st at

us o,

wh i

ch

.assi

gns

each

pair

The comparison vector considered in RELAIS is a binary one, i.e. for each matching variable it reports

the equality (corresponding to value 1) or the inequality (corresponding to value 0) between the units.

As already reported in Section 9.2, the corigmar vector is binary even if a continuous comparison

function has been applied: actually, based on the selected threshold, RELAIS converts the results in

binary elements, treating all the results above the threshold as 1 and all results below the #séshol

This choice is a very common simplification, in order to design the latent class model as simple as

possible.
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The evaluation of the contingency table is available by browsing the menu:

Utility - Table Display

x|
Select table:
|cuntingency_tahle | - |
Show Cancel

Figure10.9: Contingency table selection

10.4.2Parameter Estimation of the Probabilistic Model and the Table MU

In the probabilistic approach, the distribution of the comparison vector is supposed to come from two
different (unobserved) disbutions, according to fact that the pair is a match or not. The estimation of
these two distributions can be obtained by means of the maximization of the likelihood function. Such
operation, involving a latent variable, requires the use of iteratiieoti®t generally the EM algorithm

or its generalizations. Details on the method applied in RELAIS 2.1 to estimate the parameters of the
probabilistic model are given in Appendix A, including the initial values of the parameters, the
maximum number of iter@n allowed and the stop criterion.

The estimation of the model parameters is achieved by browsing the menu (see also Figure 27).

=10l x|
Project Dataset DataProfiling Search Space Creation | Decision Model | Linkage 1:1 Linkage Result Sawve LUtility

Connection to database... Deterministic k |

Connection started Probabilistic * Matching Variables |

Lasttransaction executed: - -

Estimation ofthe madel using the Fellegi Sunter mathod at 2011/07/1 5 10:49:32; Fellegi-Sunter ¥ Contingency Table

EM Estimation

Read Marginals from File |

Figure10.10: EM Estimation menu

After the execution of the parameter esti@sathe result must be visualized, by means of loading the
table containing the computation. The table is loaded by browsing the menu:

Utility - Table Display

The selection of fARead Marginals from Filedo, show
probabilities specified in an external file. When running EM estimation, a table

Airel ais_marginals_probabilitieso is created. Such
fileo functionality. The f or trbathe sanfeofthke flecfeatdde t o be
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by RELAIS according to the described procedure. Namely, the first row is a header with the fields:
variable, comparison, m, u, p. The following rows must be fields values conform to such a header, with
the specified sepai@. Notice that, comparison is a 1 or 0 variable that reports the result of the
comparison and p is the frequency of matches with respect to the overall search space.

An example of file is:

variable;comparison;m;u;p

SURNAME;1;0.905794740558475;0.00524 390625544467,0.002460696107
SURNAME;0;0.0942052594415245;0.994 756093744555;0.002460696107
NAME;1;0.627503684632873;0.00415906136161252;0.00 2460696107
NAME;0;0.372496315367127;0.995 840938638387;0.002460696107
LASTCODE;1;0.706100019220756;0.046 699081877964;0.002460696107
LASTCODE;0;0.293899980779244,0.953 300918122036;0.002460696107

From the input marginal probabilities, the result can directly computed as if the EM execution were
run.

Otherwise, the run of the EM execution will report the atifescribed ifFigure10.11.

x|
husiness_name ity classification | year_hedin fm fu Im 1 r p_post
1] 1] 1] 1] 3482054091281 77 .44 . |0.39638 (084771 (046759 0.02644
1] 1 1] 1] A88.45339 |8781.54661 |0.066498 (005308 (1.15323 00628
1] 1] 1] 1 1326504 |2301.73496 |0.03566 (001522 (234224 0.1198
1] 1] 1 1] 2405 4387611017 56124 |0.27378  [0.07Z8Y (374737 0.17az

1] 1 1] 1 4171772 12428228 |0.00475 [B2E-4 a8 77ETY 0.25131
1] 1 1 1] A6015479 |BGB. 84521  |0.04099 (000442 |9 26ASY 035

1] 1] 1 1 13633745 12466255 |0.01552 |[8.3E-4 18,8214 0582237
1] 1 1 1 24 07464 (892536 000274 |6.OE-5 4642042 072953
1 1] 1] 1] 67599584 |1.6E-4 0076494 |00 7.a008830..1.0

1 1 1] 1] A8 99959  |1.0E-5 000672 |00 1.8499804. 1.0

1 1] 1] 1 6.0 0.0 0.0041 A 3.7573580.1.0

1 1] 1 1] 446995999 |1.0E-5 0.0s088 |00 G.0274678.1.0

1 1 1] 1 0.0 0.0 000341 |00 9.2669631..1.0

1 1 1 1] 67.0 0.0 0.00763 |00 14865846 1.0

1 1] 1 1 a0.0 0.0 000341 |00 3.0192826..1.0

1 1 1 1 g2a.0 0.0 001013 |00 7 A4E6E329. 1.0

Figurel10.11: table MU

The meaning of the table columns is described below:

1 columns f_ me f u report the estimates of the frequency disbils respectively for links
and nonrlinks, for each pattern of the comparison vector resulting from the selected matching
variables; for instance, the table showrrigure10.11 reports no links for the first pattern (the

first row of the table), while all the pairs of this pattern are estimated aénken

1 columns m e u visualize, approx. to the third decimal, estimate values of the link alirsknon

probabilities respectively; as shown in the tabléigiure 10.11, usually nordink distribution
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is concentrated in the uppside of the table, that is corresponding to comparison pattern

coming from inequality in the matching variables;

9 column r visualizes, approx. to the third decimal, the values of tieebatween the link and
nortlink probabilities, that is the matching composite weight. It is crucial, as explained in

Section10.2 in assigning edcpair to the set M or U;

9 column p_post visualizes, approx. to the third decimal, the values of the posterior probabilities
that a pair is a link and it is given by p_post=f_m/(f_m+f_u).

The model estimates are considered not reliable when the condgrobabilities of at most one of
the matching variables result g#0 or u@)=1; in such conditions, the system stops and the following
message is shown:
AEsti mati on of parameters failed for this model 0.
The same error appears when the number of uniteimodel is smaller than the number of
parameters to estimate.
At this point the user can change the decision model with the purpose of modifying the performed

choices that have conducted to a not reliable estimation of the model parameters.

l11Reductmatnc hiong 1: 1

As reported in Section 2, the output of a record linkage procedure could be different depending on the
aim of the matching process. We can distinguish between (i)-toame linkage, (ii) a onéo-many

linkage, and (iii) a manyo-many linkage. In the first case (i) we consider a problem in which a

record in A can be matched to only one record in B and also the way around; in (ii) a record in A set
can be matched with more than one record of the compared file; (iii) allows more thanooderrec

each file to be matched with more than one record in the dtheratter two problems may imply the
existence of duplicate records in the linkable data sources.

In Section11.2and11.3the solutions adopted in Relais to the-tm@ne problem are described.

11.1 Methodological Aspects

Both in the deterministic and in the probabilistic approach adopted in Relais 2.1, it is allowed the
situation in which more than a record of A (B) is matched with more than one record in B (A). That is,
the match composite weight is higher than the fixedch thresholds for more than one record in A

(B) or, in the deterministic approach, more than one record satisfies the adopted rules.

However, in several applications, the record linkage target is to recognize exactly and univocally the
same units andséablish only 1:1 links, that is each record of A with at most one of B and viceversa.
This kind of application requires several constraints and it is a difficult problem of optimization, for
which different algorithms have been proposed. In the curresioveof the toolkit we consider two
possible solutions to the problem of reduction from N:M linkage tetomae: the optimized solution

and the greedy solution.

Pagebl



.. IStﬂ'[ Relais U s e Guide — Version 3.1 R E I.‘ IS

11.2 Optimized Solution

In this first alternative we consider an optimal solution for the réaludtto 1. Once the matching

weight, r, is assigned to each pair, the identification of 1 to 1 links can be solved as a linear
programming problem, where the objective function to maximize is the sum of weights for the linked
pairs, under the constrairdiven by the fact that each unit of A must be linked with only one unit in B.

In the current version of RELAIS, the solution of such a problem is obtained by mean€bfthe
algorithm, avai |RObdlugincipn. t he R package A

With respect to linkagprocess using probabilistic model, the original algorithm has been modified in
order to exclude all pairs witlnatching composite weigfit in the mu tabledess tharl. In such a way

the number of constraints is reduced (as well as the complexity pfahkem) when the number of

units belonging to pairs wittmatching composite weighdss tharl is large. If such a condition is not
verified, huge amount of data can required large data structure that can reach the maximum allocation
of memory permittedyR. Experiments show that the algorithm can solve problems with input data of
tens ofthousands of recordg5).

When linkage process is based on deterministic approach, the optimized reduction to 1:1 links can be
obtained usign a system of weights, whigim be assigned by the user giving the maximum positive
weight for the most important rule and the subsequent ones in descending order according to the
relevance of the rule. Nevertheless the system gives its own default weights: the maximum is given to
the first rule defined by the user.

11.3Greedy Solution

If the optimal solution is not able to reach a result due to computational limitatidogto optimal
solution not feasible we can apply a Agreedy solutiond in
oneto-one linkage. Also in this context, we consider firstly the r weight (for deterministic approach see
par. 10.2) and we sort all the record pairs by r. Then we corasdmreto-one pairs those that have the
higher r.This strategyloes noguarantee that we reach an optimal solution because we perform local

choices.

12Li nkage Result

The last phase of the record linkage process is the selection of the desired outputhiatallowing
paragraphs the choices to be adopted are described and also all the available outputs in order not only

to better end the whole process but also to have the residual to begin the new process with.

12.1 Choice of the Thresholds

At this point he unmatch threshold {rand the match threshold.{Tare selected. If the weight value
p_post is higher than,Bnd lower than 4, the pair is assigned to the set of the Possible Match, if the
value p_post is higher tham,Tthe pair is assigned to thet ®f Match.
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When the same value is chosen foamd T, the resulting set of Possible Match is empty.
If the value assigned ta,Ts higher than i an error message is given and new threshold values are

requested.

The Choose Threshold menu, as showhigure12.1, all ows two option: AfChoos
AfJust i nsert Threshol do.

ré‘ RELAIS 3.0 alpha a0 ) |

Project Dataset Preprocessing Data Profiling Search Space Creation Decision Model Linkage 1:1 IjnkageReauIt| Save Utility

Matching variables selected: Threshold ¥ Choose by a Graphic

1) SURNAME B
2) NAME Justinsert Threshold

3)LASTCODE Cluster Result »
Matching variable SURMNAME: chosen distance JaroWinkler, threshold 0.8 and window size 0

IMatching variable MAME: chosen distance JaroWinkler, threshold 0.8 and window size 0

Matching variable LASTCODE: chosen distance Equality, threshold 1.0 and window size 0

Selting matching variables done

INFO: Paltern update task can take some minutes

Contingency table evaluation ...

Contingency table created »
INFO: CONTINGEMCY_TABLE table view is enabled on menu ‘Utility"
Computing Fellegi-Sunter method...

[1] “The match frequency estimated from EM algorithm is p = 0.002418"
Fellegi Sunter method done

INFO: MU_TABLE view is enabled on menu ‘Utility'

| »

1]

Figurel2.1: Choose Threshold Menu

When the former option is chosen, a window with graph like in figure 12.2 appeargraph

represents the lefgansformation of the rand u estimated distribution, as function of the estimate

p_post on the xaxis.Moving the sliding barpelow the grapht is possible to assign the thresholds,
visualizing on the graph the corresponding values of resulting assigned matches and possible matches,
as well as estimated number of true matches and possible matches (those figures appéarseis the

at the graph bottom, as in figure 12.3). The boxes above the graph report the exact values of the
selected thresholds, represented in the graph by two vertical lines (figure 12.3). Selected values can be
confirmed by the AOKO button.
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|£| Thresholds

)

Unmatch Threshold [p.0

Match Threshold [1.0

84091 o
Linmatch distribution {loo)

Match distribution (oo

Matches
Estimated true links

Ok

_-_--""——__

= o027 003315 010236 082173 00737 Taa527
[_post

0 01 02 03 04 05 06 0T 08 09

N T e

Mowve the sliding bars to assign the thresholds values

Possible Matches
Estimated frue links

0 176008
0 4252

Cancel

Figurel2.1: Graph for assigninghresholds
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REMAIS

-

(=] -]

(£ Thresholds

Unmatch Threshaold |h.¢958333¢ Match Threshold |0.90416664
84091 o o
LInmatch distribution doo) hatch distribution|{loo)

_--_-""——__
! 00237 003316 010238 062173 00232 000827
p_post
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.
| | I [ | (Y
Move the sliding bars to assign the thresholds values
Matches | 292 | 145 Possible Matches
Estimated true links |2845 |o02 Estimated true links

Ok

Cancel

Figure12.3: Using the graph for assigning Thresholds
Thresholds can be assigned also directly, by the latter option in the Choose Thresholth Masiu

case a window appeaess shown irfFigure12.4, allowing to insert the two thresholds: Unmatch

threshold and Match Threshold. The two thrédsitake two default values:

9 Unmatch threshold = 0.90

91 Match threshold = 0.95

It is possible to change these values with the most appropriate depending on the data.

Choose thresholds x|
Unmatch threshold 0.90
Match threshold .95
OK Cancel
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Figure12.4: Choose Thresholds window

12.2The Linkage Result menu

As shown inFigure12., the Linkage Result menu contains three menus:
9 Choose Threshold
M 1:1 Result

i Cluster Result

B RELAIS
Project Dataset DataProfiling SearchSpace Creation Decision Model Linkage 1:1 | Linkage Result | Sawve Utility

Setting matching variables done Choose Threshold -l
INFO: Pattern update task can take some minutes 1:1 Result b
Contingency table evaluation ..

uency Cluster Result 4

Contingency tahle created

IMF O relais_COMTIMNGEMCY_TABLE table view is enabled on menu "Utility'
Computing Fellegi-Sunter method...

Fellegi Sunter method done

IMFO: relais_MU_TABLE wiew is enabled on menu "Lility'

l<| ]

Figure125: Linkage Result menu

The 1:1 Result menu is disabled if no Linkage 1:1 phase has been executed.

RELAIS
Project Dataset DataProfiling Search Space Creation Decision Model Linkage 1:1 |Linkage Result | Save Liility

Computing !-:ellegi—SuntermeThod... Choose Threshold | -
Fellegi Sunter method done 1:1 Result » Match
IMF O relais_hU_TABLE views i hled LHility'

retais WY view 1§ enabled on menu Ly Cluster Result  ¥| Possible Match

Feduction to one to one linkage ...
Computing One to One Linkage... Residual Dataset
Irwoking ... Unmatch
Feductionto 1:1 matching task succeeded
Reduction done

l<| I ]

Figurel2.6: 1.1 Result menu

As shown inFigure12.66, the 1:1 result menu allows to create four different results:

1 Match: creates a table named Matchtable containing the pairs of record, onesdtdaiand
the other of dataet B, that areonsidered as match. Being a 1:1 result, to one record of data

set A corresponds only one record of es¢aB;

1 Possible Match: creates a table named Possiblematchtable containing the pairs of record that

could be a match or a non match and that neediaatlesview;

i Data set residual: creates two tables named Residual dsa and Residual_dsb that contain
respectively the nematched, including the possible match, records of-skettaA (first data

set) and the nematched, including the possible match, resaf data set B (second data set);

1 Unmatch: creates a table named Unmatchtable that contains the pairs of records that do not

correspond to a match.
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RELAIS

Project Dataset DataProfiling Search Space Creation Decision Model Linkage 1:1

Linkage Result

Save UHility

Carmputing Fellegi-Sunter methad..

Fellegi Sunter method done

IMFO: relais_MU_TABLE vievy is enahled on menu "Utility
Reduction to one to ane linkage ..

Computing One to One Linkage...

Invaking R...

Reduction to 1:1 matching task succeeded

Feduction done

Choose Threshold

1:1 Result

4

Cluster Result

r

Match

Possible Match
Residual Dataset
Unmatch

l<| ]

Figure12.7: Cluster Result menu

As shown inFigure12, the Cluster result menu allows to create four different results:

1 Match: creates a table named Matchtable containing the pairs of record, onesdtdaiand

the other of dataet B, that are considered as match. Being a N:M result, to one record-of data

set A could correspond one or more records of-siet®8 and to one record of datat B could

correspond one or more records of esgbA,

9 Possible Match: creates a tablameal Possiblematchtable containing the pairs of record that

could be a match or a non match therefore need a clerical review;

1 Data set residual: creates two tables named Residual dsa and Residual_dsb thatcontain

respectively the nematched records of daset A (first data set) and the nroratched records

of data set B (second data set);

1 Unmatch: creates a table named Unmatchtable that contains the pairs of records that do not

correspond to a match.

13Save

As shown inFigure13.1, starting from the Save menu, it is possible to choose one of the following

menu:

1 Tofile: allows to save final and partial results to file;

91 Backup: allows to produce an internal backup from which restarting the execution.

RELAIS

Project Dataset Data Profiling Search Space Creation Decision Model Linkage 1:1 Linkage Result

Save | Utility

Computing Fellegi-Sunter method...

Fellegi Sunter method done

IMFO: relais_MU_TABLE view iz enahled on menu "Utility'
Reduction to one to one linkage ..

Computing One to One Linkage..

Invoking R...

Reduction to 1:1 matching task succeeded

Reduction dane

Tofile »
Backup »

Figurel3.1: Save menu

The To File menu consists of the following menu:
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Choose output folder: this menu allows to chottee folder in which the result files will be

written;

Change field separator: allows to change the default value of the field separator that will be
used in the write output phase;

Match File: allows to write the content of the Matchtable (already cretaed)file named
Match.txt. The records of a pair are written one below the other and only the common variables

are reported;

Possible match file: allows to write the content of the Possiblematchtable (already created) to
a file named PossibleMatch.txth@ records of a pair are written one below the other and only

the common variables are reported;

Residual dataet A: allows to write the content of the Residual_dsa table (already created) to a
file named ResidualDSA.txt. This file contains records offitts¢ dataset, named dsA, that are
not match that is are possible match or non match;

Residual datmet B: allows to write the content of the Residual_dsb table (already created) to a
file named ResidualDSB.txt. This file contains records of the secdaeela named dsB, that

are not match that is are possible match or non match;

Table selection: this menu open a window from which it is possible to choose one of the table
created and write it in a file having the same name of the table and extension.txt

In Figure13.2 the menu:
Save- Tofile

is shown.

RELAIS

Project Dataset DataProfiling Search Space Creation Decision Model Linkage 1:1 Linkage Result | Sawve | Utility

0 JeEfCy TanMe Creared

s -
IMFO: relais_CONTINGENCY_TABLE table view i5 enabled on menu Utility MNENY Choose Output Folder —
Camputing Fellegi-Sunter method... Backup ¥ Change Field Separator

Fellegi Sunter method done Match File

IMFO: relais_MU_TABLE viewy is enahled on menu Lility

Reduction to one to one linkage ..
Computing One to One Linkage...

Invoking R...

Reduction to 1:1 matching task succeeded
Reduction done

Possible Match File
Residual Dataset A
Residual Dataset B
Table Selection

Lo

In Figure13.3 the menu:
Save- Tofile-

is shown.

Figure13.2: To File menu

Choose Output Folder
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]
Choose Output folder
Reset OK Cancel

Figure13.3: Choose Output Folder menu
In Figure13.4 the menu:

Save- Tofile- Table Selection

is shown.

x

Select table:

contingency_tahle -

Export Cancel

Figurel3.4: Table Selection menu

The Internal backup menu consistdlué following menu:

1 Create result backup: this menu allows creating a database backup, with a user chosen name,
with only the tables containing the final results, that is the Matchtable, the Possiblemachtable,
the Unmatchtable, the Residual_dsa tablethedResidual_dsb table. Thus, it will be possible

to consult the result tables only.

1 Create full backup: this menu allows to create a backup, with a user chosen name, of the entire
database, that is all the created tables are copied into the new database. After restoring from

this internal backup all the results, output and intermediatdtse will be available to the user.

In Figure13.5 the Backup menu is shown.
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B RELAIS
Project Dataset D

ata Profiling Search Space Creation Decision Model Linkage 1:1 Linkage Result | Save | Litility

f i =14 ared b | -
IMF O relais_COMTIMGEMNCY _TABLE table view is enabled on menu "Liility' OilE —
Camputing Fellegi-Sunter method ... Backup #| Create Result Backup

Fellegi Sunter method done Create Full Backup

IMFO: relais_MU_TABLE view iz enahled on menu "Utility'
Reduction to one to one linkage ...

Computing One to One Linkage...

Invoking R...

Reduction to 1:1 matching task succeeded

Reduction dane

Lo

Figurel13.5: Backup mau
In Figure13.6 the menu:

Save- Internal backup- Create result backup

is shown.

X

Choose backup name:

Create Cancel

Figurel13.6: Create result backup menu

In Figure13.7 the menu:
Save- Internal backup- Create full backup

is shown.

X

Choose backup name:

Create Cancel

Figure13.7: Createfull backup menu

14Ut ility

The Utility menu, lists some available menus of general utility.

Page60



.. IStaI Relais U s e 1Guide — Version 3.1 R Eln I S

e | - u LA__ J oo B 1
£ RELAIS 3.0 alph — =)
- s - A4 - -
Project Dataset Preprocessing DataProfiling Search Space Creation Decision Model Linkage 1:1 Linkage Result  Sawe | Utility |
Connection to database... Table Display
Connection started
Delete Back
Lasttransaction executed: BECIEE
Search space creation reduced via simhash method at 2014/10/07 10:48:21: Successfully terminated Change Output Order Key |
Process Summaries
Screen Clear 1
Exit
e — ———— —

Figure14.1: Utility menu
As shown inFigure 14.1 thetility function are:

i Table Display: this functionality allows to display the content of a chosen table.
In Figure14.2 the window to select the table that will be disgldys shown. IfFigure14.3 the

content of the selected (Contingencytable) table is shown.

x

Select table:

matching_wvariahles -

Show Cancel

Figure14.2: Select table window

x
YARISELE MAME METRIC THREESHOLD

BUSINESS_MHAME Jarohiinkler ng

CITY Equality 1.0

CLASSIFICATION Equality 1.0

YEAR_BEGIM Equality 1.0

Figure14.3: Example of a table displayed

91 Delete Backup: this menu allows to delete a database containing a copy of the tables created in
a previous execution of RELAIS;

1 ChangeOutput Order Key: allows to change the order of the-dataA and datset B used in
the results. By default the first dedat is the dataet A,

1 Process Summaries: shewo userthe principal parameters appliéd the current linkage
project;

9 Screen G#ar: this functionality allows to clear the output window;

9 Exit: this menu allows to close the application and freeze the current repository
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15Batch Executi on
Instead of using RELAIS GUI, in some applications it is needed to run RELAIS in a batch mode, by

specifying all the input parametasacebefore the record linkage process execution.
The first step is the specifbatthparafm. t heodoinput

Such a file requires the specification of the following parameters:

9 dsaFile, path to the file of dataset A

1 dsaSep, separator of dataset A

1 dsbFile,, path to the file of dataset B

1 dsbSep, separator of dataset B

1 dedup, Y if needed, empty @itwise

1 Method, search space reduction method. If empty, cross product is performed. Otherwise the
possi bl e val ues ar e AiBl ockingo, AnBl ocking L
Bl ockingo, fASimHasho and fABl ocked Si mHashoO.

1 BKey, name of the blocking key. fifiore than one, variables must be comma separated.

1 SKey, name of the sorting key. If more than one, variables must be comma separated.

1 WSize, size of the SNM window if SNM is specified as search space reduction method.

1 SHParam (optional), to modify pararaet for the SimHash reduction method (and Blocked

SimHash). The ordered list of parameters, comma separated, is: Grams Size (the admitted
values are 2,3 and 4), HD threshold (the admitted values are 30, 35, 40, 45 and 50), number of
rotations (the admittevalues are 2, 4, 8, 16 and 32), use of weights (the admitted values are 0

and 1). The default wvalwue for this parameter i
1 MVar, list of matching variables comma separated.

1 MMet, list of matching metrics comma separated, in the correspondifey of the matching
variabl es. The possible values are: AEqualit:
fiJar oo, inJar oWi nkl er o, , dusian8Qrasnid t"SimHaso, , fiSoun
"Weighed3Grama If empty, equality is used.

1 MThr, list of matching hresholds comma separated, in the corresponding order of the

matching variables.

T Model , it i s the decision model to be adopted

and AFell egi Suntero.
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9 1tol if empty no reduction 1:1 is performed. Possible vaduese A Gr eedy 0 or A Opt i1

1 TU, Unmatch Threshold.

1 TM, Match Threshold.

9 Folder, path to the directory where output results will be saved.

1T Residuals, if set to AYO (or AYeso) also the

One the input parameters filedpecified, RELAIS batch can be run:
91 Doubleclicking RelaisBatch.bat file

 From command line, by typing : java - jar  relais3.0.jar

paramfilename .txt
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EM Al gorithm

Vi a
To estimate ng) and u) Jaro [9] defines a latent vectgr

_&1,0) if (a,b)l M
Jao “Liog) if (ab)i U

and the augmented ldidgelihood for the observed vector x of the k matching variables and the vector

g
& A b &0
[ 6eom.u.p] PO e B
In|f(x,gm,u,p)= & Yane %~ <0+ A Yn)
<avbﬁw(b)aqn§@(uab>f T i o '°

wherep represents the probability that a randomly chosen pair (a,b) belong to the subset M.

Moreover, a coditional independence assumption is often made, so that

J S J S
Joli w*=Qu®.
k=1 k=1
where
m® = Prige® =1(a,b)i M) ug® = Prlgf® =1(a,b)i U)

Since the vectag and the subsets M and U cannot be directly observed, the probabiligjesnch(i()

are estimated via the EM procedure [2], providing initial vafoesn(g), u(@ andp and estimating

expected values for the vectgpr<gm, 9> (STEP E)

V s b e
@n(gab)z — k=1 - . —
el b neF ot 8Ok b o)

@‘J(gab)zl_ @n(gab)
After this step, thg values can be placed into the didgelihood [2] and a maximum likelihood

estimate for nd), u(@ andp (STEP M) can be obtained from:

& Gl o & Glo®l’ & 6lo)

_ (abiw _ (@b)iw Ez (a,b)i W
a @n(}i ) a @(E ) N
(ab)i W

(a,b)i W
The Expectation and the Maximization steps are then iterated until the convergence of the parameters

of interest is achieved.
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In the current version of RELAIS, the routine "mu_gen_embedded.R" applies the R optimizer
for loglinear model during the M stggmuivalent to the conditional independence model
defined above. Thieglinear model parametrisation allows for a more flexible model

definition in which the independence hypothesis can be relaxed in some &kentitial

values of the parameters aregyn(.8 , u)=0.2 andp=0.1; the maximum number of iteration

is 5.000 and the stop criterion is achieved when the difference between the estimates of two
iteration is 0.000001.

The model estimates are considered not reliable when the estimated conglitbaaillities m¢) and

u(g) of at least one of the matching variables have the same trend both for matches andniaiches
populations. In such conditions, the system stops and the following message is shown:

"ERROR: one or more variables giveonsistent estimates. Please, check the variables in the model or
try to reduce the search space.”

"See FSFail.Rout for more details.”

The estimated conditional probabilitiesgnénd ug) can be verified in file FSFail.Rout in the RELAIS
folder.

A warning message is given when the estimates conditional probabilities of at least one of the
matching variables are nearly the boundaryg@.99999 or uf)>0.99999). In such a situations, the
following message is shown:

"WARNING: one or more nearly boundapgrameters. See FSFail.Rout for more details.";

the estimation results are saved in the MU_table and the estimated conditional probabilities can be
verified in the file FSFail.Rout in the RELAIS folder.

When the probabilistic model is applied on sevelathks, a FSFail.Rout file is created for each block

giving erroneous or warning results.
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