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 A new hybrid framework to monitor business cycle:                    
the RAT-Ita approach

Fabio Bacchini1, Roberto Golinelli2, Roberto Iannaccone1, Davide Zurlo1

Sommario
L’obiettivo del presente lavoro è quello di introdurre un nuovo indicatore del ciclo economico italiano, deno-
minato RAT(ing)-Ita, in grado di monitorare mensilmente l’andamento del Pil. Per ogni mese, la metodologia 
proposta permette di stimare un valore nell’intervallo tra 0 e 1 che esprime la possibilità che il segno del 
Pil nel trimestre di riferimento sia positivo o negativo. La stima di RAT-Ita è articolata in tre fasi: selezione 
trimestrale degli indicatori che hanno una maggiore concordanza con gli andamenti del Pil (l’insieme degli 
indicatori congiunturali considerati è 1.285); nowcasting mensile, per ciascun indicatore, del segno del Pil per 
il trimestre di riferimento; aggregazione delle previsioni univariate. Il primo passo si basa sull’uso congiunto 
del test DAC (Directional Accuracy Change), della curva ROC (Receiver Operating Characteristic) e della 
coerenza spettrale. La stima univariata del segno del Pil è basata sull’utilizzo di modelli logit bivariati e la 
previsione dicotomica basata sulla curva ROC. Infine, nella fase di aggregazione si confronta la performance 
associata a diversi sistemi di ponderazione. La performance di RAT-Ita è stata valutata tramite un eserci-
zio pseudo-real time per il periodo dal primo trimestre 2014 al terzo trimestre del 2022. Con riferimento al 
nowcasting del segno del Pil, RAT-Ita mostra risultati più accurati rispetto ai tradizionali modelli previsione.

Parole chiave: Nowcasting del segno del Pil; test DAC; curva ROC. 

Abstract
The aim of this paper is to introduce a new business cycle indicator that exploits a large information set (1,285 time 
series) to nowcast the GDP evolution in real time. The proposed indicator, called RAT(ing)-Ita, focusses on the 
binary event represented by the sign of the one-step-ahead GDP growth rate. In other terms, we use many monthly 
indicators to “rate” the next-period economic performance represented by the GDP direction of change. The 
proposed methodology is organised along three steps: selection of the indicators, prediction of the GDP sign based 
on the single time series and aggregation of the single signal. The first step relies on the joint use of Directional Ac-
curacy Change test, Receiver Operating Characteristic and spectral coherence. In the second step, the probability 
of the event sign of the GDP change, delivered by each selected indicator, is accomplished by using either bivariate 
logit models or the binary point prediction based on the ROC. Finally, in the aggregation step we adopt alternative 
weighting schemes. The performance of the methodology has been tested by predicting the Italian GDP quar-
ter-on-quarter directional changes in pseudo-real time from Q1-2014 up to Q3-2022. The results are compared 
with the traditional benchmark models used to forecast the GDP,showing a better performance of RAT-Ita.

Keywords: GDP nowcasting with indicators, DAC test, ROC and spectral coherence.

JEL classification codes: C53, D31, E62.
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1. Introduction3

The interest in timely assessments of the business cycle evolution increases during uncertain 
times, like the ones we are facing since March 2020, characterised by COVID-19 pandemic 
lock-downs and disruptions of the world supply chain, and by energy shocks fueled by the 
Ukrainian war.

The key point for a reliable short-run assessment is a large and timely information set, made 
of many indicators covering all aspects of economic activity.

However, such a large set of time series entails the issue of extracting valid signals from 
noisy indicators.

In order to track the short-run economic developments, several approaches are

available. Let’s consider three of them:

•  the nowcasting models that bridge the GDP evolution with related high frequency 
indicators (see, among the others, Baffigi et al. (2004), Kuzin et al. (2011), Bańbura et al. 
(2013)), and Babii et al. (2022));

•  the construction of coincident and leading composite indexes of economic activity (see, 
among the others, Stock and Watson (1989), Aruoba et al. (2009), Altissimo et al. (2010), 
Cubadda et al. (2013), Proietti et al. (2021), and Lewis et al. (2022));

•  models that relate the probability of recession to specific indicators, such as the yield curve 
spread or the subjective probability forecasts of the Survey of Professional Forecasters 
(see, among the others, Estrella and Hardouvelis (1991), Stock and Watson (1992), and 
Lahiri and Wang (2006)).

The bridge approach produces quantitative outcomes of the future economic activity 
represented by its most comprehensive measure (GDP). In this context, the interest focusses on 
the intensity of the next few changes in the target variable.

The composite index approach, rooted in the seminal project developed at the NBER (Mitchell 
and Burns, 1938), focusses on the identification of indicators able to summarise and forecast the 
state of the macroeconomic activity.

The probability of recession approach focusses on predicting recessions with indicators, rather 
than obtaining quantitative measures of the future economic activity.

Despite following different methodologies, the first and the second approaches share the same 
aim: tracking period by period the economic activity by predicting its future realisations. Instead, 
the third approach focusses on estimating the probability of occurrence of a particular outcome 
(in this case a recession).

The aim of this paper is to extend the toolbox of the short-run analyst (based on the three 
aforementioned approaches) with a new hybrid approach that exploits 1,285 indicators to 

3  The authors would like to thank Gianluca Cubadda, Marco Lippi, Tommaso Proietti, and the other participants in the internal seminar 
at the Italian National Institute of Statistics - Istat (6th September 2022), and in the 2nd Workshop on Time Series Methods for Official 
Statistics (22nd September 2022).
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nowcast the GDP evolution. In particular, it nowcasts the binary event represented by the 
sign of the one-step-ahead GDP growth rate (i.e. the direction of change in GDP) and not its future 
realisations. In this, our proposal is closer to the third approach above (see also Lahiri and Wang, 
2006), and is in line with recent works that aims to use together different methodology (see Kim et 
al., 2023). In other terms, we use many indicators to “rate” the next-period economic performance 
represented by the GDP direction of change.

Focussing on directional changes, our index has the advantage of providing robust predictions 
in unconventional times, when the economic system is subject to sudden and relevant shocks like 
those occurred since 2020 (for an alternative approach, see Barbaglia et al., 2022).

The methodological framework that we propose is organised along the following steps.

First, we select the subset of those indicators that better match the shortrun GDP directional 
changes up the the latest quarter available, i.e. that are the most conformed with the target. To do so, 
we jointly use the Directional Accuracy Change (Pesaran and Timmermann, 1992), the Receiver 
Operating Characteristic (ROC; Lahiri and Yang, 2018), and the spectral coherence with GDP 
growth over the cyclical frequency (2-8 years). The joint use of three alternative procedures relies 
on the idea that, although closely related, they can deliver different subset of selected indicators 
(Yang et al., 2023). As soon as a new GDP quarterly update is released, the list of the best predictors 
is reviewed. The ability of the selection to shrinking the large information set in fewer indicators is 
assessed against the evidence coming from the application of a dynamic factor model (see, among 
the others, Forni et al. (2001), Stock and Watson (2002a), and Forni et al. (2018)).

Second, we estimate the probability of the event sign of the GDP change delivered by each selected 
indicator either with bivariate logit models, or with the binary point prediction based on the ROC.

Third, we aggregate the single outcomes (related to each indicator) by using alternative 
weighting schemes presented in the literature (for a survey, see Lahiri and Wang, 2013).

The three-steps methodology has been applied to the Italian economy to realise a monthly indicator, 
that returns the expected sign of the GDP growth along the months of the current quarter. The monthly 
indicator lays in the 0 − 1 range, where 0 means “positive change” and 1 “negative change”.

Besides the estimate of the nowasting index, two by-products of our procedure are available:
a.  a large and timely real-time databank of monthly indicators for Italy, in analogy with 

FRED-MD and FRED-QD for the USA (see McCracken and Ng (2016) and McCracken 
and Ng (2020)), with Coulombe et al. (2021) for the UK, and with Fortin-Gagnon et al. 
(2022) for Canada;

b. the time-varying list of the best predictors which is released each quarter. 

The paper is organised as follows. Section 2 introduces the list and the main features of the 
1,285 short-term indicators, and section 3 illustrates in detail the steps in which our methodological 
approach is organised. Section 4 shows the pseudo-real time exercise over a rolling window of 
10 years (starting from the sample Q1-2004/Q1-2014), and focusses on the interpretation of the 
selection process using factor models, and through the comparison of the results with those of 
three traditional benchmark models (ARIMA, bridge and Midas).Finally, section 5 discusses 
future research to improve the approach of this paper.
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2. Data

In recent years, the release of short-term indicators by national statistical agencies is 
getting better in terms of both coverage and timeliness. Researchers have particularly 
enjoyed this enrichment because the pandemic crisis and the Russian invasion of 
Ukraine have fuelled the need for real-time monitoring of the business cycle using 
techniques able to extract timely assessments about short-run evolution of economic 
activity (see for example Aprigliano et al., 2023).

Recent literature has introduced different methodologies to exploit the information 
of large dataset of indicators. For example, Stock and Watson (2002b) refers to 149 
monthly macroeconomic variables representing several different facets of the economy, 
while Forni et al. (2018) uses a dataset of 115 US macroeconomic and financial time 
series observed at monthly frequency, and Altissimo et al. (2000) analyses 183 time 
series (monthly and quarterly) to build up a leading indicator of the Italian economy 
published, up to March 2020, by the Italian national institute of statistics (Istat).

In the aforementioned studies, the target variable is often the first difference of the 
log of quarterly GDP, and the large datasets of indicators are organised in different 
blocks (such as prices, industrial production etc.).

In our work, we innovate on the previous literature in two respects. The first 
novelty regards the target variable (we model directional GDP changes), the second 
one regards the increase in the dataset size (we use more variables in each block and 
more blocks).

2.1  The target variable

In this paper, the target variable is the sign of the quarter on quarter (hereafter 
q-o-q) GDP growth. Therefore, we would need a monthly measure of GDP to exploit 
each update of the monthly indicators. However monthly GDP data are not available 
for almost all the countries. Temporal disaggregation of quarterly GDP data with 
monthly auxiliary indicators (such as industrial production) might be an option (see 
e.g. Chow and Lin (1971), Litterman (1983), and Fernández (1981)). However, although 
benchmarking techniques are now widely used in the national accounts practice, their 
use might generate monthly patterns of GDP too strictly related to those specific 
auxiliary indicators which are ex ante assumed to embody the unobservable monthly 
GDP f luctuations.

We propose to build up a monthly GDP series by repeating three times - for each 
month of the same quarter - the q-o-q GDP growth (see the example in Figure 2.1 
related to the Italian GDP).
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Subsequently, the monthly GDP growth rates were transformed into a dichotomous 
variable (GDP01) equal to 1 when the values are zero or negative, and equal to 0 when 
positive (respectively reported as grey and white areas in Figure 2.24).

This dichotomous monthly series of GDP directional changes is the target variable used 
for the selection of the “best” monthly indicators. Of course, the assumption leading to Figure 
2.1 has an impact on the selection process, as it will tend to exclude those (transformed) 
indicators with higher volatility. For this, we used smoother data transformations (like third-
differences, as shown below in this section), and exploited a mixture of selection approaches 
with different degrees of sensitivity to indicators’ monthly volatility (see section 3.1).

4  This is not the same as shading the phases of the GDP path denoting recessions by using a dating algorithm, see Bry and Boschan 
(1971), and Harding and Pagan (2002) for respectively monthly and quarterly time series.

Figure 2.1 –  The proposed scheme for the monthly GDP growth

Source: Authors’ elaboration on Istat data

Figure 2.2 –  The areas denoting the signs of q-o-q GDP growth

Source: Authors’ elaboration on Istat data
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2.2  The dataset of monthly indicators

The indicators’ dataset is composed of nine blocks (see Table 2.1). The industrial 
production (block 2) and business climate indicators in manufacturing and service 
(blocks 3 and 8) include variables that are highly disaggregated by 2-3 digits branches. 
The external trade variables (block 7) includes imports from and exports to the ten main 
Italian commercial partners (2-digits branches), and is the most represented one (538 time 
series). Further, the labour market (block 1) includes variables such as extra-time hours, 
payroll subsidies5, inactive and employed workers; the consumer survey (block 5) includes 
households’ sentiment and expectation variables; the prices set (block 6) includes producer 
and consumer prices by branch and category; the financial market (block 4) includes 
monetary aggregates and interest rates. Finally, the international market and Italian macro 
(block 9), includes a miscellanea of indicators such as the Economic and Policy Uncertainty 
index (EPU, see Baker et al., 2016), the index of industrial production for Germany, USA 
and Euro area, the electricity consumption, and the index of car registrations, which are 
often used in monitoring short-term developments (see e.g. Bulligan et al., 2010). Overall, 
the dataset includes 1,285 monthly variables6.

In order to assess their ability to explain the target in real-time, the monthly indicators in 
Table 2.1 must be classified by their timeliness (i.e. by the lag they are released with respect 
to the reference period), and transformed to be statistically congruent with the stationary 
target (i.e. the seasonally adjusted GDP growth).

As far as indicators’ timeliness is concerned, the Italian case is representative of the general 
European statistical system. Table 2.2 summarises the calendar of indicators’ publication 
lags at mid-May (i.e. when the GDP Q2 nowcast is made just after the preliminary GDP 
Q1, in the eve of the publication of Istat’s note about short-run developments of the Italian 
economy). Some indicators (such as the surveys on confidence climates and the indices of 

5 Payroll subsidies refers to the Cassa Integrazione Guadagni (CIG) wage supplementation mechanism.
6  The list of all the indicators is available upon request. Data are updated and made available on Istat’s website each quarter, jointly with 

the new RAT-Ita release.

Table 2.1 –  The indicators’ block coverage

Block Name No. of variables SA

1 Labour market 207   X
2 Index of Industrial Production (3 digits), general and migs 102 X
3 Business climate indicators in manufacturing (2 digits) 155      X
4 Financial Market 58      
5 Consumer Survey 17   
6 Prices 38
7 External Trade (Export and Import Main countries 2 digits) 538      X
8 Business climate indicators of the service sector 159      
9 International Market and Italian Macro 11      X
Total 1.285   

Source: Authors’ elaboration
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consumer prices) are classified as simultaneous (lag = 0 in Table 2.2) because their updates 
are released at the end of the reference month, while the updates of other indicators (such as 
the series of industrial production and of foreign trade extra EU) lag behind of respectively 
one and two months (lag = -1 and lag = -2 in Table 2.2).

Concerning the transformation, we rely mostly on the available seasonally adjusted data 
(“SA” in the last column of Table 2.1). When this is not the case the TRAMO-SEATS 
approach (Gómez and Marvall, 1996) is used7.

Furthermore, to rule out of trends and high persistence in the data, the survey indicator 
levels are untrasformed, while the other time series are expressed in differences of their 
levels or log-levels8. Table 2.3 lists the data transformations by block. After treatment, the 
resulting time series are standardised.

7  For the seasonal adjustment has been use the package RJDemetra in R with the specification of automatic choice for the transformation 
of the series, the estimation of the ARIMA model and the outliers identification.

8  In particular, we refer to the difference between month t and month t-3. The choice of treating the variables in this way (instead of in 
first-differences) aims to prevent the transformed series to be excessively volatile.

Table 2.2 –  Data available for the Q2 nowcast. Mid May
GDP I quarter (preliminary) Lag with respect to the nowcast date

Index of Industrial Production March -1   
Business climate indicators in manufacturing April 0
Business climate indicators of the service sector April 0      
Consumer Survey April 0
HICP April 0   
PPI March -1
Financial Market April 0      
External trade February -1 / -2      
Labour Market February -1 / -2      
International Market and Italian Macrol March -1   

Source: Authors’ elaboration on Istat press release calendar

Table 2.3 –  Treatment of the time series
Domain Name Treatment

Labour market Extra time (in differences), Payroll subside (in log-dif ferences)
Index of Industrial Production Log-differences
Business climate indicators in manufacturing (2 digits) Levels
Financial Market Loan (log-differences) Interest rates (in differences)
Consumer Survey Levels
Prices Log-differences
External Trade Levels 
Business climate indicators of the service sector Levels
International Market and Italian Macro Log-differences

Source: Authors’ elaboration
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3. RAT-Ita: the Hybrid Approach

 This paper aims to introduce a novelty approach to nowcast, in each month, the 
sign of the current q-o-q growth rate of GDP, not yet released. In other terms, 
we propose a sort of rating for the economy that, applied to Italy, is labelled as 
RAT(ing)-Ita.

The methodology is carried out by a three-step procedure:
1. selection of a time-varying subset of monthly series which picks the most 

suitable indicators to track the signs of GDP directional changes up to the latest 
available quarter;

2. estimation of the signal coming from each selected-indicator to nowcast the 
GDP sign;

3. aggregation of the signal on the GDP sign provided by each selected indicator.

The procedure runs each quarter, after the new GDP figure is released, providing 
the update of the selected indicators’ list.

The selection step relies on the combination of two techniques related to the 
dichotomous nature of the target variable (GDP01) - the Directional Accuracy test 
(DAC) and the Area Under the Curve of the Receiver Operating Characteristic (AUC-
ROC) - together with a third one, more traditional, based on the spectral coherence 
between the quarterly growth rate of GDP and of each indicator9.

In the empirical application below, we show how the combination of different 
techniques improves the nowcast. This multi-technique procedure explains why we 
termed our approach as “hybrid”.

3.1  Selection procedure

DAC is a non-parametric test introduced by Pesaran and Timmermann (1992) to 
evaluate the ability of an indicator to predict the sign of the target (in our case, the 
q-o-q GDP growth rate). Denoting the series of interest as yt and with xt its forecast, 
t = 1, . . . , T, the test statistic is defined as:

9 Besides these three, a fourth selection technique, LASSO, was used without improving the performance.

suitable indicators to track the signs of GDP directional changes up to
the latest available quarter;

2. estimation of the signal coming from each selected-indicator to nowcast
the GDP sign;

3. aggregation of the signal on the GDP sign provided by each selected
indicator.

The procedure runs each quarter, after the new GDP figure is released, pro-
viding the update of the selected indicators’ list.
The selection step relies on the combination of two techniques related to the
dichotomous nature of the target variable (GDP01) - the Directional Accuracy
test (DAC) and the Area Under the Curve of the Receiver Operating Char-
acteristic (AUC-ROC) - together with a third one, more traditional, based on
the spectral coherence between the quarterly growth rate of GDP and of each
indicator6.
In the empirical application below, we show how the combination of different
techniques improves the nowcast. This multi-technique procedure explains
why we termed our approach as ”hybrid”.

3.1. Selection procedure

DAC is a non-parametric test introduced by Pesaran and Timmermann (1992)
to evaluate the ability of an indicator to predict the sign of the target (in our
case, the q-o-q GDP growth rate). Denoting the series of interest as yt and
with xt its forecast, t = 1, . . . , T , the test statistic is defined as:

Sn =
P − P∗

[V (P )− V (P∗)]0.5

6Besides these three, a fourth selection technique, LASSO, was used without improving the performance.

8
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where:

with:

Under the null hypothesis of xt not being able to predict yt, Sn follows the standard 
normal distribution.

AUC-ROC is a technique introduced in the field of medical statistics (Lusted, 1960). 
Recently, the AUC-ROC approach has been used in the economic fields of business cycle 
forecasting (Berge and Jordà (2011), and Lahiri and Wang (2013)), to determine firms’ export 
threshold, (Costa et al., 2019), and to binary forecasting evaluation (Lahiri and Yang, 2013).

The aim of AUC-ROC is to define the ability of a time series (classifier) to predict the 
0 or 1 states of a target variable. According to Fawcett (2006), given the target y and the 
classifier x, four possible outcomes are feasible for each observation: True Positive (TP), 
False Positive (FP), True Negative (TN) and False Negative (FN), as shown in Figure 3.1.

The ability for a classifier to track the target variable can be measured using two main 
metrics: sensitivity and specificity. Sensitivity represents the probability of detecting true 
positives TP/(TP + FN), while specificity is the probability of detecting true negatives, 
i.e. TN/(TN + FP). Specificity is usually analysed looking at its reciprocal expression 
FP/(TN + FP) = (1 – specificity), which measures the probability of false positives. For 
each observation of the classifier xt (with t = 1, . . . , T), we can define:

where:

P =T−1
T∑
t=1

I(ytxt)

P∗ =PyPx + (1− Py)(1− Px)

V (P ) =T−1P∗(1− P∗)

V (P∗) =T−1(2Py − 1)2Px(1− Px) + T−1(2Px − 1)2Py(1− Py)+

4T−2PyPx(1− Py)(1− Px)

Py =T−1
T∑
t=1

I(yt) and Px = T−1
T∑
t=1

I(xt)

with

I(·) =

{
1 if · > 0

0 otherwise

Under the null hypothesis of xt not being able to predict yt, Sn follows the
standard normal distribution.
AUC-ROC is a technique introduced in the field of medical statistics (Lusted
(1960)). Recently, the AUC-ROC approach has been used in the economic
fields of business cycle forecasting (Berge and Jordà (2011), and Lahiri and
Wang (2013)), to determine firms’ export threshold, (Costa et al. (2019)), and
to binary forecasting evaluation (Lahiri and Yang (2013)).
The aim of AUC-ROC is to define the ability of a time series (classifier) to
predict the 0 or 1 states of a target variable. According to Fawcett (2006),
given the target y and the classifier x, four possible outcomes are feasible
for each observation: True Positive (TP), False Positive (FP), True Negative
(TN) and False Negative (FN), as shown in Figure 3.
The ability for a classifier to track the target variable can be measured us-
ing two main metrics: sensitivity and specificity. Sensitivity represents the
probability of detecting true positives TP/(TP +FN), while specificity is the
probability of detecting true negatives, i.e. TN/(TN + FP ). Specificity is
usually analyzed looking at its reciprocal expression FP/(TN + FP ) = (1
– specificity), which measures the probability of false positives. For each
observation of the classifier xt (with t = 1, . . . , T ), we can define:

sensitivity(xt) = TP (xt)/[TP (xt) + FN(xt)] = P (X ≥ xt|Y = 1)

1-specificity(xt) = FP (xt)/[TN(xt) + FP (xt)] = P (X ≥ xt|Y = 0)

9

where:

P =T−1
T∑
t=1

I(ytxt)

P∗ =PyPx + (1− Py)(1− Px)
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The ROC curve in Figure 3.2 reports the possible combinations of sensitivity and (1 − 
specificity). The grey area below the ROC curve (AUC-ROC) measures the classifier ability 
to track the target indicator compared to the random classification along the 45° line. The 
AUC-ROC assumes values in the interval [0,1] and, when the area is less than 0.5, a totally 
random classification is better than the one associated to the classifier. Instead, when the 
area is equal to 1, the classifier xt perfectly defines all the different 0 − 1 states of the target.

We also used AUC-ROC to choose the best lag of the indicator (subject to its timeliness 
in Table 2.2), i.e. the lag corresponding to the best forecasting ability of that indicator. 

DAC and AUC-ROC results are largely affected by the assumption that the sign of GDP 
directional changes in each month of a quarter is constant and equal to the sign of the q-o-q 
growth of that quarter (see Figure 2.1). Therefore, in the selection step, these techniques 
penalise the indicators with higher monthly volatility.

Figure 3.1 –  The classification of states

Source: Fawcett (2006)

Figure 3.2 –  The ROC curve

Source: Authors’ elaboration
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This issue can be mitigated by introducing a third technique of selection based on the 
spectral coherence10 at business cycle frequency (2-8 years) between the quarterly GDP 
growth rates and the quarterly average of the monthly candidate-indicators in our dataset11.

The best (selected) indicators’ subset includes two types of variables: those with a strong 
monthly relationship with GDP01 and those with a strong cyclical relationship with the GDP 
quarterly growth rates12. This mixture of variables leads to better predictive results, as we 
will show in the section reporting the empirical results.

The full list of n selected monthly indicators is obtained by merging the single lists 
coming from each of the three techniques discussed in this section. The selection process is 
run each quarter, after a GDP update is released, while the selection is left unchanged for the 
following months until a new GDP release occurs.

3.2  Nowcasting different GDP signs and aggregation

Each month, the sign of the current-quarter GDP growth is estimated n times (one for 
each selected indicator) by using two alternative approaches:

•  the probability prediction which estimates the conditional probability of occurrence 
of a negative sign for the target;

•  the binary point prediction which transforms the selected indicator in a binary 
variable, delivering the positive/negative classification of the target (see Lahiri and 
Yang, 2013).

Each approach used to nowcast the GDP sign is characterised by 4 different aggregation methods. 
In this way we provide and compare 8 different values for the nowcasting of the GDP sign.

3.2.1  The probability prediction

Using logit models, each of the n selected time series is regressed against the GDP, 
expressed in term of 0 (positive quarterly growth rate) and 1 (negative quarterly growth rate):

where Λ is the logistic function distribution, and xi is the i − th selected time series with 
T observations. The model is estimated using a training dataset that includes the last available 
GDP quarter and the indicator according to both its timeliness (see Table 2.2), and its lag 

10  The basic call is to the function mvspec, which is available in astsa package. To compute averaged periodograms we use the Daniell 
window. The notion of analysing frequency fluctuations using classical statistical ideas extends to the case in which there are several 
jointly stationary series.In this case, we can introduce the idea of a correlation indexed by frequency,called the coherence.

11  Of course, we could compute the indicator at quarterly frequency by averaging 3 months only when all the months were available. 
Regarding the average of the last quarter for those indicators released at lag=2, we considered as the quarterly average only the first 
(only available) month, while the quarterly average for the indicators available at lag = 1 was computed by considering only the first 
two available months of the quarter.

12  Below, in the applied parts, we will introduce and discuss the definition of specific thresholds to qualify an indicator as “strongly” 
related with the target.
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quarterly growth rate):

GDP01 = Λ(c+ xiβi) i = 1, . . . , n (1)

where Λ is the logistic function distribution, and xi is the i− th selected time
series with T observations. The model is estimated using a training data-set
that includes the last available GDP quarter and the indicator according to
both its timeliness (see Table 2), and its lag with the highest AUC-ROC. Each
logit regression returns the estimated probabilities p̂i for the event GDP01.
The n probability values can be then aggregated using different aggregation
methods. Starting from the simplest, we have the arithmetic mean (henceforth
Amean):

p̂A =

∑n
i=1 p̂i
n

(2)

A second aggregation method has been implemented to compute the corrected
geometric mean (henceforth Gmean):

p̂G(a) =

[∏n
i=1(

p̂i
1−p̂i

)1/n
]a

1 +
[∏n

i=1(
p̂i

1−p̂i
)1/n

]a (3)

where a ≥ 1 is an unknown parameter used in Satopää et al. (2014) to correct
the systematic bias in the forecast probability. In particular, the parameter a
is estimated through the following minimization problem:

â = argmin
a

T∑
t=1

(p̂G,t(a)−GDP01t)
2 (4)

where p̂G,t is the aggregate probability forecast for t, and the event indicator
GDP01t ∈ {0, 1} depends on whether the growth rate at time t is negative
(GDP01t = 1) or positive (GDP01t = 0).
A third aggregation method is the logarithm opinion pooling :

p̂L =

∏n
i=1 p̂

wi

i∏n
i=1 p̂

wi

i +
∏n

i=1(1− p̂i)wi (5)
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â = argmin
a

T∑
t=1

(p̂G,t(a)−GDP01t)
2 (4)

where p̂G,t is the aggregate probability forecast for t, and the event indicator
GDP01t ∈ {0, 1} depends on whether the growth rate at time t is negative
(GDP01t = 1) or positive (GDP01t = 0).
A third aggregation method is the logarithm opinion pooling :

p̂L =

∏n
i=1 p̂

wi

i∏n
i=1 p̂

wi

i +
∏n

i=1(1− p̂i)wi (5)

12

  is the aggregate probability forecast for t, and the event indicator GDP01t ϵ {0, 1} 

depends on whether the growth rate at time t is negative (GDP01t = 1) or positive (GDP01t = 0).

A third aggregation method is the logarithm opinion pooling:

where we assume equal weights for each probability (wi = 1/n) to obtain an equally-
weighted logarithmic opinion pool (henceforth Elop).

The fourth aggregation method is the Beta-transformed linear opinion pool (henceforth Beta):

Each approach used to nowcast the GDP sign is characterized by 4 different
aggregation methods. In this way we provide and compare 8 different values
for the nowcasting of the GDP sign.

3.2.1. The probability prediction

Using logit models, each of the n selected time series is regressed against the
GDP, expressed in term of 0 (positive quarterly growth rate) and 1 (negative
quarterly growth rate):

GDP01 = Λ(c+ xiβi) i = 1, . . . , n (1)

where Λ is the logistic function distribution, and xi is the i− th selected time
series with T observations. The model is estimated using a training data-set
that includes the last available GDP quarter and the indicator according to
both its timeliness (see Table 2), and its lag with the highest AUC-ROC. Each
logit regression returns the estimated probabilities p̂i for the event GDP01.
The n probability values can be then aggregated using different aggregation
methods. Starting from the simplest, we have the arithmetic mean (henceforth
Amean):

p̂A =

∑n
i=1 p̂i
n

(2)

A second aggregation method has been implemented to compute the corrected
geometric mean (henceforth Gmean):

p̂G(a) =

[∏n
i=1(

p̂i
1−p̂i

)1/n
]a

1 +
[∏n

i=1(
p̂i

1−p̂i
)1/n

]a (3)

where a ≥ 1 is an unknown parameter used in Satopää et al. (2014) to correct
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where we assume equal weights for each probability (wi = 1/n) to obtain an
equally-weighted logarithmic opinion pool (henceforth Elop).
The fourth aggregation method is the Beta-transformed linear opinion pool
(henceforth Beta):

p̂B(α, β) = Hα,β

( N∑
i=1

piwi
)

(6)

where Hα,β is the cumulative distribution function of the Beta distribution
with parameters α and β, and with weight wi (again, we assume equal weights
to each probability). In line with the previous studies (Satopää et al. (2014),
overfitting is controlled using α = β ≥ 1 . The parameter α = β is estimated
through the following log-likelihood maximization (see Ranjan and Gneiting
(2010)):

α̂ = argmax
α

T∑
t=1

GDP01t log

[
Hα,α

( 1

n

n∑
i=1

p̂it

)]
+

T∑
t=1

(1−GDP01t) log

[
1−Hα,α

( 1

n

n∑
i=1

p̂it

)]
(7)

3.2.2. The binary point prediction

The other approach uses diffusion indexes. Each selected time series is first
transformed in a binary variable, then the proportion of classifications equal
to 1 is measured. When the diffusion indexes are above the threshold 0.5, the
GDP growth rate can be interpreted to be negative, positive when below 0.5.
In the benchmark method (henceforth Bench) each time series is classified as
0 or 1 when the growth rate is respectively positive or negative.
Another method is based on the use of the ROC approach. In this context, the
idea is to identify a threshold ci (one of the observed values of the i−th selected
time series) which maximizes the indicator’s ability to meet the evolution of
our target GDP01 (see again Figure 4).
The resulting threshold (ci) is then compared with the last value of the selected
indicator: if ci is lower we classify the GDP01 as 1 (as 0 if higher).
Different criteria have been used to define the threshold:

� a criterion based on Youden’s Index (henceforth Youden) defined as
(see Youden (1950)):

max(Sensitivity(ci) + Specificity(ci)) (8)

where the threshold is the observation ci that maximizes the equation;

� a criterion based on the minimum p-value relative to the Chi-squared
test (henceforth Chi.sq), which measures the association between the
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where we assume equal weights for each probability (wi = 1/n) to obtain an
equally-weighted logarithmic opinion pool (henceforth Elop).
The fourth aggregation method is the Beta-transformed linear opinion pool
(henceforth Beta):

p̂B(α, β) = Hα,β
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where Hα,β is the cumulative distribution function of the Beta distribution
with parameters α and β, and with weight wi (again, we assume equal weights
to each probability). In line with the previous studies (Satopää et al. (2014),
overfitting is controlled using α = β ≥ 1 . The parameter α = β is estimated
through the following log-likelihood maximization (see Ranjan and Gneiting
(2010)):
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3.2.2. The binary point prediction

The other approach uses diffusion indexes. Each selected time series is first
transformed in a binary variable, then the proportion of classifications equal
to 1 is measured. When the diffusion indexes are above the threshold 0.5, the
GDP growth rate can be interpreted to be negative, positive when below 0.5.
In the benchmark method (henceforth Bench) each time series is classified as
0 or 1 when the growth rate is respectively positive or negative.
Another method is based on the use of the ROC approach. In this context, the
idea is to identify a threshold ci (one of the observed values of the i−th selected
time series) which maximizes the indicator’s ability to meet the evolution of
our target GDP01 (see again Figure 4).
The resulting threshold (ci) is then compared with the last value of the selected
indicator: if ci is lower we classify the GDP01 as 1 (as 0 if higher).
Different criteria have been used to define the threshold:

� a criterion based on Youden’s Index (henceforth Youden) defined as
(see Youden (1950)):

max(Sensitivity(ci) + Specificity(ci)) (8)

where the threshold is the observation ci that maximizes the equation;

� a criterion based on the minimum p-value relative to the Chi-squared
test (henceforth Chi.sq), which measures the association between the
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sign of q-o-q GDP growth rate and the binary result obtained using
different thresholds (Miller and Siegmund (1982)).

� a criterion called closest.topleft (henceforth CTL) for which the optimal
threshold is the observation that satisfies the condition:

min((1− Sensitivity(ci))
2 + r × (1− Specificity(ci))

2) (9)

where r = (1− prevalence)/(cost× prevalence), cost is the relative cost
of a false negative classification (as compared with a false positive clas-
sification), and prevalence, or the proportion of cases in the population,
is the mean of GDP growth rate sign up to the previous quarter).

4. The pseudo-real time nowcast

The three-steps approach described above has been applied to the Italian case
to estimate the monthly nowcasting indicator for the sign of the q-o-q GDP
growth rate. In doing so, we explore the performance of the approach with
reference to the calibration of the thresholds of the criteria of selection and
other parameters of interest.
The selection criteria run over a rolling window of 10 years starting from the
sample Q1-2004/Q1-2014. For each quarter, the three-step procedure use the
entire dataset available (1,285 time series) providing the nowcast of the GDP
sign for each month in the period Q2-2014 to Q3-202210.
The pseudo-real time estimation includes both an assessment of the perfor-
mance of the selection procedure by using, for a specific quarter, the dynamic
factor model approach and a comparison of the results with the traditional
benchmark models (AR, Brigde and Midas models).

4.1. Selection procedure: empirical results

The selection procedure requires specific thresholds for each criterium (DAC,
AUC-ROC and spectral coherence).
As far as DAC is concerned, we set the 5 percent significance level; there-
fore p-values below 0.05 imply rejection of the null hypothesis that indicator
information is not helpful to predict the GDP sign.
Regarding the other two criteria, AUC-ROC (with monthly data) and spectral
coherence (with quarterly data), the single-target thresholds are: AUC-ROC

10Recursive sample results, starting in Q1-2003, were also obtained, with results in line with those of the
rolling window.

14
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4. The pseudo-real time nowcast

The three-steps approach described above has been applied to the Italian case to estimate 
the monthly nowcasting indicator for the sign of the q-o-q GDP growth rate. In doing so, we 
explore the performance of the approach with reference to the calibration of the thresholds 
of the criteria of selection and other parameters of interest.

The selection criteria run over a rolling window of 10 years starting from the sample Q1-2004/
Q1-2014. For each quarter, the three-step procedure use the entire dataset available (1,285 time 
series) providing the nowcast of the GDP sign for each month in the period Q2-2014 to Q3-202213.

The pseudo-real time estimation includes both an assessment of the performance of the 
selection procedure by using, for a specific quarter, the dynamic factor model approach and a 
comparison of the results with the traditional benchmark models (AR, Brigde and Midas models).

4.1  Selection procedure: empirical results

The selection procedure requires specific thresholds for each criterium (DAC, AUC-ROC and 
spectral coherence).

As far as DAC is concerned, we set the 5 percent significance level; therefore p-values below 0.05 
imply rejection of the null hypothesis that indicator information is not helpful to predict the GDP sign.

Regarding the other two criteria, AUC-ROC (with monthly data) and spectral coherence 
(with quarterly data), the single-target thresholds are: AUC-ROC > 0.79, and spectral coherence 
> 0.85. In the application we relies on the use of the following combination of the two thresholds:

• AUC-ROC > 0.79 & Spectral Coherence > 0.55 (AUC-ROC criterium);

• Spectral Coherence >0.85 & AUC-ROC > 0.65 (Coherence criterium).

To illustrate how the thresholds work, Table 4.1 reports the number of selected indicators 
in Q3-2022 using alternative combinations of thresholds for AUCROC and spectral 
coherence criteria. The total number of time series are 409 indicators (in 1,285) that reject 
at 5 percent the null hypothesis of the DAC test.

Only 6 indicators jointly match the AUC-ROC (> 0.79) and the spectral coherence (> 0.85) criteria. 
Instead, the introduction of lower thresholds for either AUC-ROC (> 0.65) or spectral coherence (> 0.55) 
criteria respectively select further 39 and 24 indicators, leading to a total selection of 69 series14.

13  Recursive sample results, starting in Q1-2003, were also obtained, with results in line with those of the rolling window.
14  The proposed thresholds are set on the basis of the outcomes of alternative thresholds. A more comprehensive theoretical approach to 

derive the optimal values for thee threshold is in the agenda.

Table 4.1 –  Alternative AUC-ROC and spectral coherence thresholds results for Q3-2022

AUC-ROC
Coherence

0 - 0.55 0.55 - 0.85 0.85 - 1

0 - 0.65 64   69   22   
0.65 - 0.79 49   136   39   
0.79 - 1 0   24   6   

Source:  Authors’ elaboration
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The AUC-ROC and spectral coherence criteria work heterogeneously between the blocks of 
the information set. Partly due to the assumption of a GDP sign constant for each month of the 
quarter, the AUC-ROC is much more oriented towards selecting business and consumer survey 
indicators, while the spectral coherence is much more oriented towards selecting hard indicators 
(e.g. industrial production, labour market, external trade, etc.).

Figure 4.1 shows the effects of the two criteria on the composition of the selected indicators in 
Q3-2022 as an example. AUC-ROC (solid rectangle) selects only soft indicators (triangles), while 
spectral coherence (dashed rectangle) also selects hard indicators (dots).

Given that the selection criteria run every quarter, Figure 4.2 plots for the main blocks the 
number of time varying subset of selected indicators according to the hybrid approach. Several 
empirical findings are related to the performance of the selection method. COVID-19 introduces a 
drastic reduction in the number of selected time series. The relevance of the external trade block 
is high up to Q1-2019, then dramatically drops in the following quarters. 

Figure 4.1 –  Performance of AUC-ROC and spectral coherence on selection for Q3-2022

Source: Authors’ elaboration

Figure 4.2 –  Selected indicators by block in each quarter

Source: Authors’ elaboration



ISTAT WORKING PAPERS N. 5/2023

22 ISTITUTO NAZIONALE DI STATISTICA

As illustrated in the example based on the dynamic factor model (see next paragraph), 
this result might be related to the high degree of details of the time series selected for the 
external trade that implies a large heterogeneity.

Overall, the blocks with the highest number of indicators are those of the manufacturing 
and service business surveys, because of their timeliness, together with the index of 
industrial production.

4.1.1  The selection procedure and the factors analysis

The proposed methodology is based on the exploitation of the relationship between the 
target variable (GDP01) and each single monthly time series. However in the literature, the use 
of a large number of time series is often associated with the class of linear high dimensional 
Dynamic Factor Models (DFM).

In this paper, that follows a different methodological approach, we apply the DFM to 
assess on the quality of the selection process performed by RAT-Ita.

As pointed out by Forni et al. (2018), large-dimensional DFM represent each variable in 
the dataset as decomposed into a common component, driven by a small (as compared to 
the number of series in the dataset) and fixed (as the number of series increases) number of 
common factors, and an idiosyncratic component. 

Avoiding to present the general representation of the dynamic factor model (see for 
example Forni et al. (2000) and Stock and Watson (2002a)), we assume that for a given t 
the common components xit, for i ϵ N, span a finitedimensional vector space St. Stationarity 
of the common and idiosyncratic components implies that the dimension of St, call it r, is 
independent of t and there exists a stationary basis Ft = (F1t F2t . . . Frt) such that the so-called 
static representation of Stock and Watson (2002a) is defined as: 

where the r factors Fjt and the loadings λjt represent the common component xit. The idiosyncratic 
component ξit is assumed to be orthogonal across different variables or only weakly correlated, 
so that the covariance of the variables is mostly accounted for the common component. In the 
application, the factors and the loadings are estimated using the first r principal components.

Once the static factor model is estimated for each of the 9 blocks, for all the indicators 
considered as a whole (Total) and for the selected sub-sample (Selection), to assess the relative 
importance of the common component, we consider:

• the ratio of the variance of the common component on the total variance of the time 
series i (Boivin and Ng, 2006):

Figure 6: Selected indicators by block in each quarter
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of the time series i (Boivin and Ng (2006)):

R2
i =

∑T
t=1 χ̂

2
it∑T

t=1 x
2
it

� the cross-section dispersion measured by the distributive measures of the
ratio R2

i in the 90 (p90) and the 10 percentile (p10).

� the correlation between the estimated factors across the blocks and those
across the small number of selected indicators to account for their com-
monality.

To investigate the importance of the selection process in terms of the esti-
mated common component we consider only a quarter of the pseudo real-time
exercise. The selected time span runs from Q1-2003 to Q3-2019 where the
number of the selected indicators is equal to 69. Additionally, the estimation
of the static factor model is performed considering 3 factors (r=3).12

The results in Table 5 suggest that the selection process of RAT-Ita leads to
a variance ratios which are higher than those of the one measured on the full
dataset of available indicators (first row, latest 2 columns). Even considering
the comparison with each of the single block, the variance ratio of Selection is
higher but with the exception of consumption surveys and financial indicators
blocks, where, a very strong degree of correlation across the indicators in
the block exists before the estimation of the common component. Even the
dispersion (p90-p10) for the Selection (last row, latest column) appears as
one of the lowest compared to the total number of the series. This measure is
related to the details presented in the previous rows related to the value of the
10th percentile (second row), the median (third row) and the 90th percentile
(four row).
Both the ratio of the variance of the common component and the dispersion
measures return poor results for the block of external trade and the labour
market. These evidences are in line with the ones provided by the selection
process presented before (see Figure 6) that consider only a small set of time
series belonging to the two blocks.
The DFM estimation enriches this evidence underlining how the time series
belonging to the blocks are heterogeneous among them in terms of the common
components. Expecially for the external trade block this could be related
to the evidences presented by Boivin and Ng (2006) where different Data

12The number of the optimal factors could be derived using the test proposed by Bai and Ng (2002). In
this application we set the number of the factors to 3 for all the blocks. Results does not change considering
4 factors that is the value identified by Aprigliano et al. (2022) for the Italian economy.
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•  the cross-section dispersion measured by the distributive measures of the ratio R2
i in the 90 

(p90) and the 10 percentile (p10).

•  the correlation between the estimated factors across the blocks and those across the small 
number of selected indicators to account for their commonality.

To investigate the importance of the selection process in terms of the estimated common 
component we consider only a quarter of the pseudo real-time exercise. The selected time span runs 
from Q1-2003 to Q3-2019 where the number of the selected indicators is equal to 69. Additionally, 
the estimation of the static factor model is performed considering 3 factors (r = 315).

The results in Table 4.2 suggest that the selection process of RAT-Ita leads to a variance ratios 
which are higher than those of the one measured on the full dataset of available indicators (first 
row, latest 2 columns). Even considering the comparison with each of the single block, the variance 
ratio of Selection is higher but with the exception of consumption surveys and financial indicators 
blocks, where, a very strong degree of correlation across the indicators in the block exists before 
the estimation of the common component. Even the dispersion (p90-p10) for the Selection (last 
row, latest column) appears as one of the lowest compared to the total number of the series. This 
measure is related to the details presented in the previous rows related to the value of the 10th 
percentile (second row), the median (third row) and the 90th percentile (four row).

Both the ratio of the variance of the common component and the dispersion measures return 
poor results for the block of external trade and the labour market. These evidences are in line with 
the ones provided by the selection process presented before (see Figure 4.2) that consider only a 
small set of time series belonging to the two blocks.

The DFM estimation enriches this evidence underlining how the time series belonging to the blocks 
are heterogeneous among them in terms of the common components. Expecially for the external trade 
block this could be related to the evidences presented by Boivin and Ng (2006) where different Data 
Generation Process for each time series implies a poorest estimation for the common component. 

Further evidences based on the result of the DFM estimation support the quality of the 
selection process of RAT-Ita. Considering the estimation of the three factors for each block, 

15  The number of the optimal factors could be derived using the test proposed by Bai and Ng (2002). In this application we set the number 
of the factors to 3 for all the blocks. Results does not change considering 4 factors that is the value identified by Aprigliano et al., 2023 
for the Italian economy.

Table 4.2 –  Ratio of the variance explained by the common component and dispersion measures for 
each block, Total and Selection

External 
trade

Consumer 
survey

Financial 
market

Labour 
market

Int. market
IT macro

Business
manifacturing Prices IPI Business

service Total Selection

Var. ratio 0.11 0.74 0.83 0.17 0.49 0.57 0.37 0.25 0.34 0.25 0.68
P10 0.01 0.52 0.65 0.01 0.06 0.12 0.08 0.05 0.08 0.01 0.42
Median 0.07 0.74 0.88 0.09 0.49 0.66 0.26 0.21 0.32 0.15 0.71
P90 0.28 0.91 0.97 0.47 0.86 0.81 0.80 0.47 0.64 0.69 0.90
P90 - P10 0.27 0.39 0.33 0.46 0.80 0.68 0.72 0.42 0.56 0.68 0.48
N 538 17 58 187 31 155 38 102 159 1285 69

Source: Authors’ elaboration
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for the Total and the Selection group a correlation between them has been elaborated16. 
The factors estimated on the Selection group shows an high degree of correlation 
with the factors estimated for the total set of time series and highly correlated with 
the business survey (manufacturing and services), prices and industrial production. 
Overall considering Q3-2019, the estimation of the DFM seems to confirm the high quality 
of the selection process based on RAT-Ita approach. The selected set of time series shows 
high performance in terms of the estimated factors and common components, capturing the 
common engine of the Italian business cycle.

4.2  Nowcasting GDP signs for each selected indicator

According to the proposed methodology, once an indicator has been selected a nowcast 
for the sign of GDP quarterly growth rate is needed. In order to reach this goal we use the 
binary point prediction methods shown above to identify a threshold or the conditional 
probability of negative GDP growth rate is estimated through a logit model (probability 
prediction).

We illustrate the approaches with an example based on the index of industrial production 
of the “Manufacturing of machinery and equipment not elsewhere classified” sector, selected 
within the industrial production block.

In the Figure 4.3 the blue line is the ROC curve, for which the AUC-ROC is equal to 
0.85. The circle in red is the value of the threshold identified through the criterion closest.
topleft i.e. the observation of series that satisfies equation 9.

The threshold value selected with the closest.topleft is then ci = 0.26 (horizontal line in 
top panel of Figure 4.4). This threshold is used for the binary prediction point of the series 
to nowcast the GDP growth rate for the third quarter with data up to July. The time series 
predicts a positive GDP growth rate because the last value is higher than the threshold ci.

16  The results are available on request.

Figure 4.3 –  The ROC curve in practice

Source: Authors’ elaboration
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In the bottom panel of Figure 4.4, the fitted values of the logit model in 
equation 1 are shown together with the predicted probability (black circle) for 
September which indicates positive growth rate for the third quarter because the 
P (GDP01Q3−22 = 1 | xi) = 0.12.

4.3  Aggregation and final nowcast of GDP sign

The procedure described in the previous paragraphs has been applied for each 
month in the time-span from April-2014 to September-2022. After the indicators’ 
selections, 8 different monthly composite indicators can be obtained according to 
either the 4 aggregations of probability prediction in Figure 4.5, or the 4 aggregations 
of binary point prediction (diffusion indices) in Figure 4.6.

Figure 4.5 –  RAT-ITA using probability prediction approach

Source: Authors’ elaboration

Figure 4.4 –  The classification in practice

Source: Authors’ elaboration
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The performance of the different aggregation methods has been evaluated using the set 
of statistics proposed in Lahiri and Wang (2013), together with the correlation and the AUC-
ROC between the GDP01 and the composite indicator.

Among the proposed statistics, we consider the Brier’s Quadratic Probability Score 
(QPS), a probability analog of the mean squared error:

where ft is the combined forecast probability or diffusion index of the event at time t; and 
GDP01t is the realisation of the event (1 if the GDP growth rate is negative and 0 otherwise) 
and T is the number of observations. The QPS can assume only values between 0 and 1. A 
score of 0 corresponds to a perfect accuracy.

The estimated QPS values is usually compared with the one obtained defining a 
benchmark forecast. The most common benchmark forecast is the unconditional probability 
of the event of interest, known as the base rate calculated as the mean of GDP01 for the full 
period. We calculate the skill score (SS) measure as:

where 

Figure 10: RAT-ITA using diffusion index approach
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as the mean of GDP01 for the full period. We calculate the skill score (SS)
measure as:

SS(f,GDP01) = 1− QPS(f,GDP01)

QPS(GDP 01, GDP01)
(11)

where QPS(GDP 01, GDP01) is the mean squared error associated with bench-
mark forecast GDP 01 equal to 0.31 in our sample. A value of the skill score
more close to 1 indicate substantial improvements over the benchmark base
rate forecasts.
In addition to the measurements already described we also consider a test to
evaluate the null hypothesis of no difference in the accuracy of two compet-
ing forecasts. In particular we implement the extension introduced in Lopez
(2001) to the S1 test of Diebold and Mariano (2002). According to Lopez we
can test the null hypothesis that the QPS(GDP 01, GDP01) is the same as the
QPS(f,GDP01), in other words under the null hypothesis the skill score in
equation 11 is equal to zero. If d̄ represents the average of

dt = 2(GDP01t − ft)
2 − 2(GDP01t − 0.31)2 (12)

and fd(0) is the spectral density function at frequency zero, then asymptot-
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 equal to 0.31 in our sample. A value of the skill score more close to 1 
indicate substantial improvements over the benchmark base rate forecasts.

In addition to the measurements already described we also consider a test to evaluate 
the null hypothesis of no difference in the accuracy of two competing forecasts. In 

4.3. Aggregation and final nowcast of GDP sign

The procedure described in the previous paragraphs has been applied for each
month in the time-span from April-2014 to September-2022. After the indi-
cators’ selections, 8 different monthly composite indicators can be obtained
according to either the 4 aggregations of probability prediction in Figure 9, or
the 4 aggregations of binary point prediction (diffusion indices) in Figure 10.

Figure 9: RAT-ITA using probability prediction approach

The performance of the different aggregation methods has been evaluated
using the set of statistics proposed in Lahiri and Wang (2013), together with
the correlation and the AUC-ROC between the GDP01 and the composite
indicator.
Among the proposed statistics, we consider the Brier’s Quadratic Probability
Score (QPS), a probability analog of the mean squared error:

QPS(f,GDP01) =
1

T

T∑
t=1

(ft −GDP01t)
2 (10)

where ft is the combined forecast probability or diffusion index of the event
at time t; and GDP01t is the realization of the event (1 if the GDP growth
rate is negative and 0 otherwise) and T is the number of observations. The
QPS can assume only values between 0 and 1. A score of 0 corresponds to a
perfect accuracy.
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The estimated QPS values is usually compared with the one obtained defining
a benchmark forecast. The most common benchmark forecast is the uncondi-
tional probability of the event of interest, known as the base rate calculated
as the mean of GDP01 for the full period. We calculate the skill score (SS)
measure as:

SS(f,GDP01) = 1− QPS(f,GDP01)

QPS(GDP 01, GDP01)
(11)

where QPS(GDP 01, GDP01) is the mean squared error associated with bench-
mark forecast GDP 01 equal to 0.31 in our sample. A value of the skill score
more close to 1 indicate substantial improvements over the benchmark base
rate forecasts.
In addition to the measurements already described we also consider a test to
evaluate the null hypothesis of no difference in the accuracy of two compet-
ing forecasts. In particular we implement the extension introduced in Lopez
(2001) to the S1 test of Diebold and Mariano (2002). According to Lopez we
can test the null hypothesis that the QPS(GDP 01, GDP01) is the same as the
QPS(f,GDP01), in other words under the null hypothesis the skill score in
equation 11 is equal to zero. If d̄ represents the average of

dt = 2(GDP01t − ft)
2 − 2(GDP01t − 0.31)2 (12)

and fd(0) is the spectral density function at frequency zero, then asymptot-
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Source: Authors’ elaboration
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 represents the 
average of:

and fd(0) is the spectral density function at frequency zero, then asymptotically the 
Lopez test statistic ically the Lopez test statistic S1 = d̄√

2πfd(0)/T
is ∼ N(0, 1) under the null

hypothesis.
The QPS and SS statistics are calculated for each of the proposed aggregation
methods and reported in Table 6 together with the correlation, AUC-ROC
and p-value of the Lopez test.

Table 6: Assessing the performance of the aggregation methods

Probability Prediction Binary Prediction
Statistics Amean Gmean Elop Beta Bench Youden Chi.sq CTL

Hybrid approach
Correlation 0,66 0,66 0,66 0,69 0,74 0,74 0,73 0,77
AUC-ROC 0,93 0,94 0,93 0,93 0,97 0,97 0,96 0,98
QPS 0,10 0,10 0,09 0,07 0,09 0,08 0,07 0,07
SS 0,19 0,26 0,27 0,47 0,31 0,37 0,46 0,46
Lopez Test p-value 0,22 0,09 0,07 0,00 0,08 0,03 0,00 0,01

AUC-ROC selection
Correlation 0,63 0,62 0,62 0,59 0,66 0,67 0,66 0,69
AUC-ROC 0,95 0,95 0,95 0,95 0,95 0,95 0,94 0,95
QPS 0,10 0,09 0,09 0,09 0,09 0,09 0,08 0,08
SS 0,26 0,29 0,29 0,30 0,28 0,30 0,36 0,37
Lopez Test p-value 0,12 0,09 0,08 0,09 0,18 0,13 0,05 0,06

Coherence selection
Correlation 0,41 0,44 0,43 0,48 0,41 0,47 0,49 0,49
AUC-ROC 0,72 0,72 0,72 0,72 0,71 0,77 0,77 0,76
QPS 0,14 0,13 0,13 0,10 0,15 0,13 0,11 0,12
SS -0,11 -0,05 -0,04 0,22 -0,19 -0,05 0,13 0,07
Lopez Test p-value 0,43 0,73 0,77 0,03 0,23 0,77 0,36 0,66

In order to assess the performance of the selection methods, the statistics are
calculated for: AUC-ROC selection (that uses only the AUC-ROC criterium
to select the series), Coherence selection (based only on the spectral coherence
criterium), and the our hybrid approach which exploits both AUC-ROC and
spectral coherence criteria. The first result that stands out from the Table 6,
is the better performance of the hybrid approach compared to the other two
methods, confirming the idea that the mix of criteria improves nowcasting
capabilities.
Overall the statistics for the binary point prediction approaches are better
than the ones of the probability prediction approaches. Between the latter the
beta approach seems to work better in terms of SS and Lopez test p-value.
However the results suggest that the closest topleft method (CTL) shows the
highest value for the AUC-ROC and for the correlation with GDP01 having
in terms of QPS a good performance as well.Looking at the p-value of the
Lopez test, the CTL together with the Chi sq aggregation method exhibits
significant skill compared with constant base rate forecast.

23

 is ~ N(0, 1) under the null hypothesis.

The QPS and SS statistics are calculated for each of the proposed aggregation 
methods and reported in Table 4.3 together with the correlation, AUC-ROC and p-value 
of the Lopez test.

In order to assess the performance of the selection methods, the statistics are 
calculated for: AUC-ROC selection (that uses only the AUC-ROC criterium to select 
the series), Coherence selection (based only on the spectral coherence criterium), and 
the our hybrid approach which exploits both AUC-ROC and spectral coherence criteria. 
The first result that stands out from the Table 4.3, is the better performance of the 
hybrid approach compared to the other two methods, confirming the idea that the mix 
of criteria improves nowcasting capabilities.

Table 4.3 –  Assessing the performance of the aggregation methods

Statistics
Probability Prediction Binary Prediction

Amean Gmean Elop Beta Bench Youden Chi.sq CTL

Hybrid approach

Correlation 0.66   0.66   0.66   0.69   0.74   0.74   0.73   0.77  
AUC-ROC 0.93   0.94   0.93   0.93   0.97   0.97   0.96   0.98   
QPS 0.10   0.10   0.09   0.07   0.09   0.08   0.07   0.07   
SS 0.19 0.26 0.27 0.47 0.31 0.37 0.46 0.46
Lopez Test p-value 0.22   0.09   0.07   0.00   0.08   0.03   0.00   0.01   

AUC-ROC selection

Correlation 0.63   0.62   0.62   0.59   0.66   0.67   0.66   0.69  
AUC-ROC 0.95   0.95   0.95   0.95   0.95   0.95   0.94   0.95   
QPS 0.10   0.02   0.02   0.09   0.09   0.09   0.08   0.08   
SS 0.26 0.29 0.29 0.30 0.28 0.30 0.36 0.37
Lopez Test p-value 0.12   0.09   0.08   0.09 0.18   0.13   0.05   0.06   

Coherence selection

Correlation 0.41   0.44   0.42   0.48   0.41   0.47   0.49   0.49  
AUC-ROC 0.72   0.72   0.72   0.72   0.71   0.77   0.77   0.76   
QPS 0.14   0.13   0.13   0.10   0.15   0.13   0.11   0.12   
SS - 0.11 - 0.05 - 0.04 0.22 - 0.19 - 0.05 0.13 0.07
Lopez Test p-value 0.43   0.73   0.77   0.03   0.23   0.77   0.36   0.66   

Source:  Authors’ elaboration

Figure 10: RAT-ITA using diffusion index approach

The estimated QPS values is usually compared with the one obtained defining
a benchmark forecast. The most common benchmark forecast is the uncondi-
tional probability of the event of interest, known as the base rate calculated
as the mean of GDP01 for the full period. We calculate the skill score (SS)
measure as:

SS(f,GDP01) = 1− QPS(f,GDP01)

QPS(GDP 01, GDP01)
(11)

where QPS(GDP 01, GDP01) is the mean squared error associated with bench-
mark forecast GDP 01 equal to 0.31 in our sample. A value of the skill score
more close to 1 indicate substantial improvements over the benchmark base
rate forecasts.
In addition to the measurements already described we also consider a test to
evaluate the null hypothesis of no difference in the accuracy of two compet-
ing forecasts. In particular we implement the extension introduced in Lopez
(2001) to the S1 test of Diebold and Mariano (2002). According to Lopez we
can test the null hypothesis that the QPS(GDP 01, GDP01) is the same as the
QPS(f,GDP01), in other words under the null hypothesis the skill score in
equation 11 is equal to zero. If d̄ represents the average of

dt = 2(GDP01t − ft)
2 − 2(GDP01t − 0.31)2 (12)

and fd(0) is the spectral density function at frequency zero, then asymptot-

22



ISTAT WORKING PAPERS N. 5/2023

28 ISTITUTO NAZIONALE DI STATISTICA

Overall the statistics for the binary point prediction approaches are better than the ones of 
the probability prediction approaches. Between the latter the beta approach seems to work 
better in terms of SS and Lopez test p-value. However the results suggest that the closest 
topleft method (CTL) shows the highest value for the AUC-ROC and for the correlation 
with GDP01 having in terms of QPS a good performance as well.Looking at the p-value of 
the Lopez test, the CTL together with the Chi sq aggregation method exhibits significant 
skill compared with constant base rate forecast.

On the basis of all the evidence reported, the CTL indicator, plotted in Figure 4.7, is the 
method that gives the best results and will be our proposed Rat-ita indicator. In particular 
we would like to stress the reaction of our indicator to exogenous shocks. The three points 
highlighted with a black circle correspond to events that occurred in the most recent years. 
As a consequence our indicator gives different signal within the quarter compared to the 
sign of the final quarterly GDP growth rate (reported in the figure as grey area for negative 
sign and white area for positive sign). For example the mixed signal emerging from the 
indicator value for March 2022 compared to the GDP growth rate was driven by the turmoil 
in the economic system due to the start of the war in Ukraine.

4.4  RAT-Ita performance against benchmark models

In order to evaluate RAT-Ita forecast performance, its nowcast have been compared 
with those of traditional benchmark models. In particular we used three different models 
to forecast the q-o-q GDP growth rate: an ARIMA model, a bridge model exploiting the 
quarterly averages of m-o-m industrial production index growth rate (see e.g. Golinelli and 
Parigi, 2007), and a mixed frequency model using the monthly m-o-m industrial production 
index growth rate (see e.g. Ghysels et al., 2007).

Given that RAT-Ita nowcasts the sign of the q-o-q GDP growth rate, the GDP growth rates 
predicted by the benchmark models over the period Q2-2014 to Q2-2022 are transformed in 
dummy variables equal to 0 if the growth rate was positive and to 1 if negative. The statistics 
used for the comparison are:

Figure 4.7 –  Best diffusion index

Source: Authors’ elaboration
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• Accuracy: the proportion of correctly classified cases out of the total number of cases;

•  Precision: the proportion of negative growth rates correctly ranked out of the number 
of times the growth rate was predicted to be negative;

•  Specificity: the proportion of correctly classified positive growth rates out of the total 
positive growth rates;

•  Sensitivity: the proportion of correctly classified negative growth rates out of the 
total negative growth rates.

In addition, we also computed both DAC p-values and AUC-ROC statistics. Concerning 
all the indicators, RAT-Ita shows a better performance in the forecast the sign of GDP q-o-q 
growth rates (Table 4.4) compared to the other models. The Midas model is ranked as the 
second best, confirming on the importance on the availability of the monthly information on 
IPI for the forecast of GDP.

4.5  RAT-Ita over 2022: implication for dissemination

In this section we would like to illustrate the implication for the dissemination of RAT-Ita 
as a new tool to monitor the evolution of the Italian business cycle.

For each quarter, RAT-Ita estimates three times (months), the sign of qo-q GDP growth. 
Consequently, three different scenarios are available for dissemination:

•  if all the three estimates of the sign are near to 1, we predict a negative GDP growth 
for the quarter;

• i f all the three estimates of the sign are near to 0, we predict a positive GDP 
growth for the quarter;

•  if the three estimates of the sign result as a combination of 0 to 1, uncertainty emerges 
about the sign of the GDP growth.

To illustrate this point we consider the first 9 months of 2022. Table 4.5 reports the shares 
of the selected indicators predicting negative signs for each block together with the monthly 
values of Rat-Ita. In the second part of the table we present the q-o-q GDP growth.

For example considering Q1, the selected indicators belonging to the domain of index 
of industrial production showed a negative performance in the three months (more than 
the 50% were negative) reinforced, in March, by a high negative share of the business 

Table 4.4 –  The Performance of benchmark models and RAT-Ita

ARIMA Bridge Midas RAT-Ita

Accuracy 0.45 0.55 0.51 0.96 
Precision 0.16 0.16 0.20 0.87
Specificity 0.43 0.56 0.48 0.98
Sensitivity 0.6 0.47 0.73 0.87
DAC p-value 0.97 0.74 0.38 0.00
AUC 0.7 0.44 0.59 0.98 

Source: Authors’ elaboration
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climate in services. Even the share of the selected time series for the Business climate in 
manufacturing surveys were deteriorating in the same month. The estimated values of RAT-
Ita for January, February and March returns a suggestion for a positive q-o-q of GDP growth 
but with a deteriorating of the economic activity in March.

In Q2 all the selected indicators showed mainly a positive behaviour with the exception 
of the IPI in May, where 50% experimented a negative sign. The very low values of RAT-Ita 
for all the months suggest for a positive q-o-q GDP growth rate.

Considering Q3, the value for RAT-ta were 0.21, 0.36 and 0.51 respectively for July, 
August and September showing a deterioration of the evolution of the GDP across the 
quarter. Looking at the domain, the negative evolution is mainly driven by the selected 
indicators of the index of industrial production and of the business climate in manifacturing 
where the share of indicators with negative sign comes up along the quarter, from 33% and 
23% in July to 67% and 51% in September. The evolution of the business climate in services 
follows a different pattern, characterised by a low level of the share of the indicators with a 
negative signal.

These evidences are in lines with the results of the value added in the third quarter that showed 
a negative q-o-q growth rate for manufacturing and construction and a positive one for services.

The results for Q3 provide also a clear evidence of the present limits in the use of RAT-Ita 
in the real-time: the behind methodology is able to track for the evolution of the economic 
activity but does not return yet a mapping among the value of the monthly indicator and 
the expected value for the GDP growth rate. Neverthless, we are able to argue that having 
two out of three months related to a positive sign for the GDP growth rate, together with a 
not generalised deteriorating phase across the sectors oh the third month, might support the 
hypothesis of the persisting of the expansion of the economic activity.

Overall, to our knowledge, both the evidences on the negative contribution of the selected 
indicators and the the value of the monthly RAT-Ita improves the short-term narrative for 
the Italian business cycle.

Table 4.5 –  Percentage of the selected indicators with negative sign by block. Year 2022 (a)               

Domain Jan Feb Mar Apr May Jun Jul Aug Sep

External Trade - - - 100 0 0 0 100 100
Labour Market (b) 0 0 33 0 0 0 0 33 50
Business climate in manufacturing 4 10 40 20 17 24 23 35 51
Index of Industrial Production 50 70 50 33 50 33 33 67 67
Business climate in services 36 43 64 0 0 0 15 23 38
RAT-Ita 0.15 0.23 0.46 0.18 0.16 0.2 0.21 0.36 0.51
Source: Authors’ elaboration
(a)   q-o-q GDP growth: Q1 = +0.1%; Q2 = +1.1%; Q3 = +0.5%.
(b)   Only 1 series has been selected for this domain.
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5.  Concluding remarks

Monitoring the business cycle evolution during challenging times is a difficult job that 
asks for timely information, exploration of new data sources, and new methodologies to 
better exploit them. This paper presents a novel approach to exploit a large information set 
of 1,285 monthly indicators to target the sign of one-quarter-ahead GDP growth (i.e. the 
direction of GDP changes).

To do so, we introduce a tool which selects in each quarter a subset of indicators able to 
detect GDP ups and downs, and aggregates the forecasts of the single series. The selection 
step of our approach jointly relies on the Directional Accuracy Changes, on the Receiver 
Operating Characteristic, and on the spectral coherence of indicators with GDP growth over 
the cyclical frequencies (2-8 years). The aggregation step relies on bi-variate logit models 
and on the use of binary point prediction based on the ROC.

The proposed methodology has been tested by analysing the Italian case, looking at its 
performance both in pseudo real-time assessments of the predictive ability against several 
benchmark models, and at its ability to explain the evolution of the business cycle over the 
first nine months of 2022.

Although its very promising performance, RAT-Ita may be further improved in both 
the theoretical and the empirical sides. Firstly, more effort could be paid to set better 
theoretically-founded thresholds, which this work has simply explored on the empirical 
ground. Secondly, confidence intervals of RAT-Ita predictions could be derived in order 
to deepen their information. Thirdly, the present investigation could be extended to 
other countries, such as the the Euro area, or be applied to more specific targets, such as 
consumption, investment, and external trade variables.

Finally, the use of RAT-Ita can be combined, at least for the Italian case, with the 
Macroeconometric Model MeMo-It (Bacchini et al. (2013), Bacchini et al. (2018), which 
is based on annual data but that can embody short-term predictions from external (high-
frequency) sources of information.
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