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Abstract

The multi-source approach is a must for National Statistical Offices, as they have to face negative trends in terms of
available budget and decreasing response rates in statistical survey. Survey data are no longer to be considered the
only source: administrative data and new sources, as the ones belonging to the vast family of Big Data, can be jointly
harnessed in order to produce new information, or to increase quality and/or decrease costs of already produced one.
In this paper we advance a proposal for a methodological framework useful (i) to develop a process in which survey
data are used together with Internet data as a basis for modelling relations between directly observed data and data
available in Internet, to be combined so to ensure a higher quality to estimates, and (ii) to evaluate quality of these
estimates. A concrete case isillustrated, based on the Istat Survey on ICT usage and e-Commerce in Enterprises.
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1. Introduction

The opportunities of producing enhanced statistitd the declining budgets, make using Big Data (BD\ational
Statistical Offices (NSOs) appealing. Often theatelon these sources is focused on volume, velogtyety and on
IT capability to capture, store, process and amalBi for statistical production. Nevertheless, ofleatures have to be
taken into account, especially in the NSOs, suclveaacity (data quality as selectivity and trustihoress of the
information) and validity (correct and accuratead&r the intended use). Veracity and validity dile affect the
accuracy (bias and variance) of the estimates.

In order to improve veracity and validity, a mudtiurce approach (based on a combined use of sladeaynistrative
and BD sources) should allow to overcome usuatdimi each single source, in particular those &ffgdBD.

This multi-source approach requires a shift in plagadigm of statistical inference. The traditionak followed by
NSOs is usually based on design-based survey sagnplieory and model-assisted inference. The new one
(algorithmic-based inference) is derived by dateerse: the emphasis is on the exploration of adilable data,
seeking information that has not been extractefhisanodels have to be evaluated no longer by thédrpretability,
but rather by their capability to correctly predietiues at unit level, and to use them for estingathe parameters of
interest.

Istat is currently experimenting this new approgrchrder to obtain a subset of the estimates ctigpnoduced by the
sampling survey on “Survey on ICT usage and e-Coroeni@ Enterprises”, yearly carried out by Istad &y the other
member states in the EU. Previous results of tpgement are reported in [1] and [2].

Target estimates of this survey include the chargstics of websites used by enterprises to prabeit business (for
instance, if the website offers web ordering féeii; job vacancies; presence in social networke)produce these
estimates, data are collected by means of traditigmestionnaires.

An alternative way is to make use of Internet daéa,to collect data by accessing directly the sitels, processing the
collected texts to individuate relevant terms, amatlelling the relationships between these termslamadharacteristics
we are interested to estimate. To do that, the Eaofsurveyed data plays the role of a traininguseful to fit models
that can be applied to the generality of enterprisening a website. Administrative data (mainly teamed in the
Business Register) are used to cope with represesriass problems related to BD source. The seglegplication
of web scraping, text mining and machine learne@hhiques allows to obtain auxiliary variablesahii¢ for applying
a prediction approach and produce estimate tlabeacompared to the survey ones.

In terms of quality (accuracy), the impact of tremwnestimators is both positive (reduction of thealzlity and of the
bias due to sampling variance, to total non-respam&l to measurement errors in the survey) andimedanodel bias
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and variance). Whenever the quality of estimateaainbd by means of this new approach reveals toobéower than
the ones produced by the traditional process,dhmdr has to be preferred, as it allows not onlprimduce aggregate
estimates, but also to predict individual valuesful for instance to enrich the information conéal in registers.

The crucial point is therefore in the definition afmethodological framework that allows the effitieise of the
different sources, and also the evaluation of teueacy of the estimates obtained by the modelébaperoach, to be
compared with the accuracy of the traditional dedigsed estimates.

For this purpose, a simulation has been carriedindér realistic assumptions, and results in tevhvariance, bias and
total mean square error have been produced, shothiaitg under given conditions (mainly related tgogation
coverage with BD source and to the model performprestimates obtained under this new approachremecterised
by a higher accuracy. The simulation study is basedeal 2017 Istat “Survey on ICT usage and e-Cernmin
Enterprises” data (ICT survey). A synthetic enteg@ipopulation with websites has been built upg&aand scraped
from the website variables have been generatedrdiogoto the distributions observed in ICT surveélhe
performances of the estimators are shown in teritdas, variance and mean square error, comparmsigd based
estimators [3,4] and supervised model based esiis§] using scraped data are compared.

2. Thelstat Survey on ICT usage and e-Commercein Enterprises

The European Community Survey Il usage and e-commerce in enterprises (ICT survey) is intended to measure the
degree of use of new technologies in companiespaadides EU with information for comparison amongber
States and evaluation of national policies on thapacity to grasp the potential of technologicalgpess. The survey
provides a wide and articulated set of indicatardrgernet activities and connection used, e-Bissine-Commerce,
ICT skills, e-Invoice. ICT survey is also one oétmajor sources of data for tBégital Agenda Scoreboard measuring
progress of the European digital economy.

The target population is about Italian enterpriseth at least 10 persons employed active in the ufaturing,
electricity, gas and steam, water supply, seweaagevaste management, construction and non-fineseneices.

The survey is carried out as a sample survey foerprises with 10-249 persons employed and it oetuall
enterprises with at least 250 persons employed.sangple is drawn from the Italian business regifieia) that is
updated with information relating to two years lrefthe survey time reference; the stratified simmpledom sampling
method is used and the strata are defined by thmbication of economic activities, the size classistatistical units
in terms of persons employed and the administratggons in which enterprises are located. Giventtipe of the
survey sample, in the grossing up procedure thmatgd total of the variables of interest is cadted by giving each
respondent unit a weight, indicating the numbethef population represented by the unit, includitsglf. The final
weights to be associated with responding unitscateulated making use of the calibration estim#teory of Deville
and Sarndal [6] used when the totals for any végidly domain are known and correlated with thosantefrest (the
auxiliary variables used are number of enterpramgd number of persons employed). In year 2017 sampblved
about 32,000 enterprises representative of a wsevefr 183,000 units, and response rate was ab&tit 61

In a section of the questionnaire are reportedjthestions related to the availability of a websitag to the presence on
it of a set of characteristics:

Use of a Website
C9. Does your enterprise have a Website?
(Filter question)
Yes O No OO
->go to C11
C10. Does the Website have any of the following? Yes No
a) Description of goods or services, price lists 0 0
*% b) Online ordering or reservation or booking, e.g. shopping cart 0 0
c) Possibility for visitors to customise or design online goods or services 0O 0O
d) Tracking or status of orders placed (| (m)
e) Personalised content in the website for regular/recurrent visitors . 0
f) Links or references to the enterprise's social media profiles (. 0
g) Advertisement of open job positions or online job application a -
- Optional




The experiment carried out aimed at verifying tlisgibility to produce the estimates usually produlsg the survey,
based on data collected in this section via thdittoaal way and applying design based estimati@thwds, adopting
an alternative procedure, based on the direct Ukdaynet data and applying model based estimatiethods.

3. Web scraping, text mining and machine learning to predict web ordering at unit level

A complex procedure has been developed in order to:

1. getthe website address (Uniform Resource Locamgntially for all enterprises included in the ptation of
reference RL retrieval);

2. access websites with available URL and scrape tlogitent (web scraping);

3. processing the content of the scraped websitesdier ¢o individuate the best predictors for thgéawvariables
(text mining);

4. fit models in the subset of enterprises where Ihothrnet data and survey data were available (denisig
survey data as the true values) and predict theesabf target variables for all the enterprisesvibich the
retrieval and scraping of their websites was swgfoéfémachine [earning).

URL retrieval

In 2017 the total number of enterprises includetheICT survey population of interest (183,000) ba estimated (by
the same survey) in 75% (about 135,000 websites).

The overall procedure for retrieving as many UREgassible is described in detail in [7]. Here wdi¢ate the main
steps:

1. Using the denomination of a given enterprise asrthat for a search engine (Bing), a set of possiinks are
obtained, of which the first 10 are retained.

2. For each link, the corresponding website (if erigliis accessed and searched for a number of todécahe
presence of fiscal code, telephone number, adétessall available in the Business Register.

3. In the subset of enterprises for which the cortéRet is available (from a number of previous roumdghe
ICT survey, and from other sources), a logistic eldd fitted in order to estimate the probabilifiycmrrect
link on the basis of the values of the above indica

4. Only the links whose probability exceed a giveresinold are retained as valid.

In this way we were able to identify the URLs obab101,000 websites (75% of the estimated tovélyvhich 14,000
from the current survey, 28,000 from the above @doce, and 59,000 from previous rounds of the suarel other
sources.

Web scraping

Having in input a list of about 101,000 URLs, thebwnscraping task has been performed by accessiading and
saving the content of each website for which theess was possible (about 85,500).

Among the reasons for not having scraped all thbsites there were wrong specification of the UR&sprs in
communicating with their servers or technologies spported by the parser (mainly websites impldatemwith
ADOBE Flash).

The content is the text collected starting from tleenepage and continuing with all the other pageshable from it,
down to a certain depth, that can be chosen. THerlying idea is that the pages that are too nestedess relevant for
the analysis, while they would mainly introduceaggk amount of noise. On the other hand, besidetettt appearing
in the pages, additional information is acquirgae fattributes of HTML elements, the names of thages, the
keywords of the pages.

Text mining

The above operations produced for each scrapedteebtext file, containing unstructured information some cases
with a huge amount of words (up to one million),snof which are irrelevant for prediction purposesl represent
noise that has to be eliminated. To do so, usu@ nEning techniques can be applied. A detailectidgtion of this
phase is in (Bianchi et al, 2017). Here we summaathe different steps.
1. Sop-words removal. Stop-words (articles, prepositions, etc.) areawesd since their generic meaning has
practically no relevance for the prediction task.
2. Sdection of dictionaries. A training set S composed of 50% of the casesvfoch both scraped texts and ICT
survey data are available, is selected. Two dieti@s are derived from it: the set W of the unigsaie., the



single words, appearing in those files, and theZset the n-grams appearing in the same files. &hvgr are
sequences of adjacent words that are typically used togethereRample is “credit card”, which is a bi-gram.

3. Lemmatization. For the set of unigrams W, lemmatization is penfed, that is, the inflectional ending of each
word is removed in order to return the word tdisic lemma.

4. Part-of-speech (POS) tagging. For the set of n-grams Z, lemmatization is natfqgrened, since substituting
words with their basic lemmas may result in losthg identity of many n-grams, which are generalljitb
with specific inflectional forms. Instead, part-gfieech recognition (POS tagging) is carried outt i) each
word is identified as a particular part of speeely( a noun, a verb, etc.). Thus, we obtain at stage the
following two sets of terms:

a. set W, whose component terms are single lemmaaliani or English language (unigrams);
b. set Z, whose component terms are syntactically-e@thposed n-grams in Italian or English language
(n-grams).

5. Term Evaluation (TE) and Feature Selection. For each of the terms in WO and Z0 a measurésaklevance
with respect to the given target variable is cated by means by using a Chi-square metric. Aftes, @ll
terms in W and in Z are sorted by decreasing suahees and all the terms with a TE score largen tha
threshold and up to a maximum number of terms. firte set contains 1000 relevant terms, of whicbub
800 uni-grams and 200 bi-grams.

Machine learning

The execution of the web scraping procedure, tbegssing of scraped texts and the feature selestémproduced a
Terms-Documents Matrix (TDM), where each row repres a website and each column is referred tofaremt word.
The intersection cell reports the frequency of 8rtiee term is contained in the document.

To each row are also attached the values of thyettarariables observed in the 2017 round of theesurthey are
referred to a characteristic of the website, tisatfiit offers (yes/no) the following facilities:Online ordering or
reservation or booking, e.g. shopping c&velj ordering)”, “Description of goods or services, price ligGatalogue)”,
“Possibility for visitors to customize or designlioe goods or service®foducts personalization)”, “Tracking or status
of orders placed Qrder tracking)”, “Personalized content in the website for regliscurrent visitors Qontent
personalization)” “Links or references to the enterprise's socis@dia profiles I{ink to social media)”, “A privacy
policy statement, a privacy seal or a website gafettificate Privacy)”, “Advertisement of open job positions or
online job application@nline job application)”.

In the following we will focus only on the targeainableWeb ordering.

This matrix is the input to the fitting of modefswhich observed variables are the y's and thedera the x’s.

The TDM contains 11,877 rows and 1,000 columns,ismdjually split in training and testing subsets.

Different learners have been considered: one beigntp the classical statistical parametric modghe Logistic
model), others to the ensemble learners (RandorasgEoBoosting, Bagging), together with Decision €[r&laive
Bayes, Neural Networks and Support Vector Machines.

The fitting of the models is still in progress. Sopreliminary results obtained so far report fa kbgistic model an
accuracy of 80%, together with a F1-measure (haicmoean of precision and recall) equal to 0.56%nd®an Forests
perform much better: 83% of accuracy and 63% ofrfehsure.

4. Basic notation and estimation procedures

Let U be the reference population Nfelements and let/; (d = 1, ...,D) be an estimation domain, where tligs
partitionU. U, is a sub-population df with N; elements, for which separate estimates are c#dcllaety, denote
the value of the interest variable attached toktfie population unitk=1, ..., N). The parameters to be estimated are
Yo = Ykevg Y @and Y = Yyey V-

For defining the estimation procedure let us inaiela further partition of. Let U¥ (v=1, ..., V) be a sub-population
of size NV, characterized by the availability of auxiliaryffanmation, for instance a sub-population in whiehiéary
variables from BD source are available. k@¢tbe the auxiliary variable vector from BD source agide the auxiliary
variable vector known from the frame list for ukitFor simplicity, we assumé = 2, z} = z, Vv, and fork € U? the
vector (xj, z, ) is known, while fork € U? only z, is known. Then the totalg, = Ykeuy Zi are known. Thd/”’s
cross cut thé/,'s , thenUg = Uy N U”. We assume known the totdly = Xycyv Z.

In the sampling strategyy, is observed with a random samplef sizen. The sample could be affected by non-
response. Lat be the number of respondentssiand letr, andr? be respectively the number of respondents belgngin
to U; andU”. In the observed sample, we can estimate a mpget f(x},z;) for predicting they variable.



The ICT Survey regularly produces a set of estimadgarding the use of websites made by enterprisglsing use of
the values collected via traditional means (questiires).

In particular, the total number of enterprises iiffg web ordering facilities on their websites &aulated by using a
design based / model assisted approach:

Y= 2rYkWk

wherew,, weights are obtained by calibration procedureofdyasic weights (inverse of inclusion probabiB)ienaking
use of known total in the population, basicalhhtmdle non response. Hereinafter, we denote tiraaist as Des?2.

Here we introduce two alternative estimation praced. They make use of values predicted for eadhwhose
website is successfully accessed, scraped andgsexte
A first one is:

Y= 2wi—ry VWt YWk

where the estimate of the total is given by thentaf the predicted valugg, (for units not in the sample), plus the
count of the observed ongg (for units in the sample). Also in this case thisran adjustment for non response. In
particular we assign value 1 as basic weights ltaigits and obtain thew, weights according to a calibration
procedure, hereinafter denoted as pseudo-cabinrdtiereinafter, we denote the estimator as Mod2.

A variant of this procedure is the following:

Y =iy + Zryie + omrty YW

i.e. the total number of enterprises offering weteoing facilities is obtained counting the predittvalues and the
observed values for the units for which it was gmeso access and scrape their websites, whil¢hremaining part
the subtotal is obtained by calibrating observeldiesiin the sample of respondents for which theas no website
(calibration with known totals pertaining to thepptation without websites). Hereinafter, we dentie estimator as
Comb2.

Table 1 shows the basic notation of the three estiraY of Y that are compared in the simulation. The derivetiof
the ¥, of Y,, are straightforward. Moreover, you should note tble show three more estimators. These estimator
denoted as Mod1, Desl and Comb1l represent thedjust@d versions of the previous estimators.

The list of estimators is not exhaustive but brgadéps possible estimators.

In general, figures produced by these estimatonsbeavery different. The compared evaluation ofrtig@ality is
fundamental, in order to choose the best onethee.one with the minimum Mean Square Error. Tharedton of
variance of estimators can be done by using aveildata. For the bias component, we must rely amulsition
techniques.

Table 1: General description of the estimators used irstimailation.
Estimato

Expression Description Note

Mod ¥ =¥ by +

by =N/(N'+7r—11) Model based estimator
S L
Mod ¥ = Et-rt)Jiwic* w;, calibration of by s_deflned " pseudo-calibration model based estimator
2 AYeyewe . Modlbeingy, zw = 2o vd T
Desl ¥ = (n/r),vib b, is the sampling basic weight Horvitz-Thompson estimator. corrected for non

_________________________________________________________________________________ eSpONSe

w,, calibration of b,’s defined in

ek Deslbeindi. zcw, =Z4vd

c P =Y G+ T w,, calibration ofb,’s defined in
om WY T LYk pes beings,, 1)z Wi = Combined est. Mod1 and Des2
b2 + Z(r—rl)ykwk Zld; vd




5. Evaluation of estimator s based on ssmulation

Accuracy of statistical estimates is traditionadlgcomposed into bias (systematic error) and vagigrandom error)
components. While variance can be estimated, kia®mn observable if the parameter of interest lmawn. So we
have to rely on a simulation exercise.
We studied the accuracy of a set of estimatordMoate Carlo simulation. A synthetic population bésm the 2016
ICT survey data has been created. The estimatarfitlve been considered can be distinguished esfbect to:

a. the origin of the exploited auxiliary informatiocoming from the frame list, from a BD source ortot

b. the inferential approach (design based, model basdd combination of both).

Target population

We consider the set of the Italian enterprises Withio 249 employed persons in activities of mactufidng, electricity,
gas and steam, water supply, sewerage and wast@geraent, construction and non-financial servicea(r183,000
units). The population andzavector of auxiliary variables (location, unit sizsd economic activity) are identified by
the Italian Business Register (BR).
Currently, Istat uses this register as frame bstdrawing the yearly ICT survey. The frame lisR)Bis updated with
information relating to two years before the surtieye reference. Among the target estimates ol@iesurvey there
are a number of characteristics related to thetiomalities of the websites: for instance the pneseofWeb ordering
or Job application facilities. The simulation focuses on a singleabinvariable i.eWeb ordering, denoted ag variable,
beingy, = 1 if unit k does e-commerce ang = 0 otherwise. The target parameters are the coupt ef 1 at domain
level (type ofeconomic activity by size class of employed personsy,; (d = 1, ..., 16) and total levelY. In particular,
the type of economic activities are denoted as M2,M3 and M4 and the size class of employees anetdd as cll
(small), cl2, cI3 and cl4 (large). Since the syrestimates show that about 25% of BR units ddhagt a website, we
exclude these units from the analysis, and remgiunirits define the target populatibn The discarded units follow the
distribution observed in the 2016 ICT survey in fifiedomains. We note that in practice the siz& should be treated
as random. Thg variable is unknown i/, so we create the probabilitfy, = 1) for each unit by means of a logistic
model, logit(y,) = a + zB (hereinafter denoted asue model) where @ and B’ = (B4, ... B4, -, B16) are known
regression coefficient angj, = (zy, ... Zgk, -, Z16x), DEING Zg, = 1 if k € Uy andzy, = 0 otherwise. We fixx andp
such that the sum over tlie’s of p(y, = 1) reflects observed distribution in the last 201t&tI$CT survey (Table 2,
columnp).
The populatiori/ is partitioned in 3 sub-populatiorig;t, W2 andw3 :

« W1, the enterprises with website address (URL) albégt

«  W?, the enterprises with wrong URL or website not allmpautomatic scraping;

« W3, the enterprises having website but the URL isavailable;
We generated the distribution in the 3 sub-popatetifollowing the evidences:

e Istat has got a list of business units where thbsite address (URL) is available. The inclusiothe URL-

list is on volunteer basis and it does not covkthal business register (101,000 enterprigésy W?2);
« in a concrete application of automatic web scrapirgedure 68,676 websites have been investigfate 4nd
32,320 have been ndt/@) .

We assume the URL-list suffers from selectivitylems, that is the distribution of target variabii¢hin the URL-list
(W' uw?) differs from the distribution of the unit out thist, W3.This reflects the hypothesis that if an enterprise
makes use actively of its website for business {ffistance doing e-commerce) then it has intereshd¢oease its
reachability, and therefore the probability to bethe Url-list is higher. Table 2 shows the sizesl ¢he expected
p(y, = 1) for the 3 sub-populations.

Table 2: Population size by domains and, W?2 andW? and the related probability of Web ordering faii

Population Size Expected probability of Web ordering
Domain w!t W2 wWe U pl p2 p3 p
M1 cl1 23,519 10,995 11,435 45,949 0.170 0.170 8.04 0.140
M1 cl2 3,146 1,499 1,595 6,240 0.154 0.154 0.023 12@.
M1 cl3 1,873 887 853 3,613 0.218 0.218 0.014 0.170
M1 cl4 922 440 370 1,732 0.333 0.333 0.000 0.261
M2 cl1 1,122 565 578 2,265 0.138 0.138 0.037 0.110
M2 cl2 237 97 82 416 0.124 0.124 0.027 0.110
M2 cl3 146 71 84 301 0.151 0.151 0.009 0.110
M2 cl4 120 53 44 217 0.222 0.222 0.000 0.181
M3 cl1 5,408 2,486 2,992 10,886 0.050 0.050 0.013 .04@
M3 cl2 382 176 206 764 0.026 0.026 0.004 0.020
M3 cl3 168 78 81 327 0.039 0.039 0.002 0.030
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M3 cl4 65 27 27 119 0.025 0.025 0.000 0.020

M4 cl1 26,525 12,574 11,289 50,388 0.319 0.319 .10 0.270

M4 cl2 2,430 1,144 890 4,464 0.379 0.379 0.081 ®.32

M4 cl3 1,527 712 507 2,746 0.396 0.396 0.036 0.330
M4 cl4 1,086 516 371 1,973 0.396 0.396 0.000 0.321
Total 68,676 32,320 31,404 132,400 0.235 0.235 0.061 0.194

The simulation works witly* = W andU? = w2 u w3.

For completing the synthetic population we genetlageoutput of the web scraping so that InternétésBD source of
the simulation.

The automatic scraping is not able to observe #réabley, but instead it collects all texts from websiteslain a
second step, based on the use of text mining ahdahgrocessing techniques, relevant terms arectid to play the
role of predictors (for instance: “add to cart’rédit card”, “order”, etc.) [1,2]. We assume to eh&, at the end of the
process, 12 binary variables (presence/absenae)teate by thex vector. We underline that in practical applicattbis
number is much larger. Nevertheless, a larger s&tgables would only complicate the simulationtheiut adding
information. “Good” estimates are achieved whentthiget variable and the set of auxiliary varialflasge or small)
have a strong relationship: this result in higrelswof performance indicators of models.

We generate the 12 auxiliary variables accordingvtoscenarios:

1- weak dependence with the target variable (harmmeian of precision and recall indicators equal 83
2- strong dependence with the target variable ((harcnmean of precision and recall indicators equ&6eo).

In particular, the first scenario seems closeshéoperformance indicators of the prediction modélserved on the real
2016 ICT data, confirmed in 2017. Actually, we sldotonsider the presence of measurement errotgvey data, that
affect the train and the test set. If we could glate these errors, the quality of the predictiayuld be substantially
higher (up to 10 percentage points for recall amtigion).
Scenario 2 remains a benchmark in evaluation aisalys

The simulation process

The simulation implements a feasible and reasonediienation process. We consider a supervised appreuch that
the target variable is observed in a sample, fetaimce in the ICT sample. We assume a stratifiegblsi random
sampling design with four strata defined by thee silasses, cli,..., cl4. The sample size is 32,00 ,number of
respondents is 23,229. Respondents are allocatbdl®j307 units for cll1, 1,820 units for cl2, 1,06its for cI3 and
4,041 units for cl4. Largest rates are assigndtiddarge enterprises in terms of employees réfigthe real situation.
We generate availability of information from scrdpeebsites assuming homogeneous rates in eaclurstril
probability= 0.45, cl2 probability= 0.88, clI3 prdikty= 0.95, cl4 probability= 0.97). The sample relspondents with
corresponding availability of Internet data hasestpd size of about 13,800 units (as in the 20T6d@vey).

At domain level the sample size is not planned.NA@ three domain types: Large (L), Small (S) Vemall (VS) (see
Table 3).

Table 3: Expected size and Web ordering frequency in tiseted sample

Domain Size Web ordering Type
M1 cl1 3.074,09 430,45 L
M1 cl2 845,37 101,37 L
M1 cl3 520,21 88,42 L
M1 cl4 1.681,42 438,14 L
M2 cl1 151,53 16,63 S
M2 cl2 56,36 6,19 VS
M2 cl3 43,34 4,78 VS
M2 cl4 210,66 38,07 L
M3 cl1 728,30 29,16 S
M3 cl2 103,50 2,06 VS
M3 cl3 47,08 1,43 VS
M3 cl4 115,53 2,34 VS
M4 cl1 3.371,07 910,32 L
M4 cl2 604,77 193,47 L
M4 cl3 395,37 130,51 L
M4 cl4 1.914,43 613,66 L
Total 13.863,04 3.007,00 Total

The estimation process follows these steps:
1. Collect they variable for respondent units with website;
2. Make the web scraping for the unitstihand collect thex variables;



3. Modelyonxinr?;

4. Produce the estimate according to a given estimator
For estimators Des1 and Des2 (Table 1), steps®23aare skipped.
The simulation compares 6 different estimatorsaifl€ 1. We note that:

* Modl, Mod2, Combl and Comb2j, = p(y, = 1) is predicted with a working logistic model usirtge x
variable;

e Desl: uses an incorrect MCAR [4] model for the mesponse weight adjustment;

e Des2: calibration performs a correct weight adj@sthfor non-response;

+ Combl, Comb2: produce estimates 6t (using Mod1 ) andU?(using Des1 or Des2);
«  Comb2: calibration performs a correct weight adjestt for non-response li?.

Results

The simulation takes into account the methodolddgi@aneworks of the respective estimators. For riiedlel based
estimators thg variable is treated as random, and once selelb&dample, thg values change over each iteration. In
the design based estimator thevalues are fixed, and then in each iteration a reevdom sample is selected. The
simulation implements 1,000 iterations and compidegach iteration the estimatfgl%i for thej-th estimators, thd-

th domain in the-th iteration.

The following statistics are considered for Mod1od2, Des1 and Des2:

1 1,000,
. . - Tooo2iz1 (Vjdi~Ya)
« the relative biasRB(Y; ;) = 120 1yd e

1 1,000,055, \2
\/1,0002i=1 Yjai=Yja

« the coefficient of variationV (¥; 4) = ”
d

,being¥; 4 = 1/1,000[%22° ¥, 4,1;

J [RE(?j,) Yal2+[CV (¥} )Y a2

 the relative root mean square errIbRMSE(f’j_d) = ;
d
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Table 4a shows that the model based estimatorsipedoiased estimates for all the domain types. & hesults convey
that if we use a predictive model estimated onnapa representing a specific populatid#*) such model does not fit
for the other populations (such #8). Calibration in Mod2 estimator partially correcethias. Discrepancies between
Scenario 1 and 2 confirm the importance of usigged working model for improving the accuracy (bias

Table 4a: Maximum values of accuracy indicators observetthénsimulation for model based estimators

Domain Type
Estimator Statistic VS S L Total
Mod1 Ccv 112.90 10.54 25.42 1.82
Scenariol RBIAS 629.80 313.08 74.46 28.47
RRMSE 632.17 313.26 77.97 28.53
Mod1 Ccv 111.24 8.63 25.54 0.65
Scenario? RBIAS 85.35 44.75 74.72 19.11
RRMSE 135.34 45.36 77.43 19.12
Mod?2 cv 65.47 10.51 14.75 1.83
Scenariol RBIAS 628.42 342.75 70.70 27.72
RRMSE 630.26 342.91 70.82 27.78
Mod?2 cv 64.65 8.79 14.86 0.67
Scenario? RBIAS 90.87 55.11 25.63 17.54
RRMSE 99.44 55.66 26.03 15.56

Table 4b shows the two design based estimatorsushag on the calibration estimator (Des2), the extriweight
adjustments produce nearly unbiased estimatesigutlv andRRMSE especially for VS and S domains.

Table 4b: Maximum values of accuracy indicators observetthénsimulation for design based estimators



Domain Type

Estimator Statistic VS S L Total
cv 142.30 18.08 14.75 1.62
Desl RBIAS 61.61 -25.88 62.56 -9.36
RRMSE 153.85 31.57 62.73 9.50
Ccv 89.33 23.97 9.25 1.92
Des2 RBIAS -1.59 -1.68 0.39 -0.02
RRMSE 89.33 24.03 9.25 1.92

Table 4c show the accuracy of blended estimatembizong the model and design based estimates. Vi that
Combl - Scenario 2 is highly competitive with resp® Desl estimators. We underline that both estns do not
adjust correctly the weights of the— ! sampled units. Comparing Comb2-Scenario 2 with2Dtes first estimator
seems better for S domain, competitive for VS, d @ntal domains.

Table 4c: Maximum values of accuracy indicators observeith@nsimulation for combined estimators

Domain Type
Estimator Statistic VS S L Total
cv 8327 995 1279 148
S‘gg;‘;lillo L RBIAS 39199 156.88 41.97 146
RRMSE 39929 157.19 4278  2.08
CombL cv 8199 1016 12961  1.13
Somol RBIAS 10140 -1848 3220  -3.82
RRMSE 13036 2109 3470  3.99
comba cv 81.94 12.74 1259 158
Lomoz RBIAS 36897 16538 2561  5.39
RRMSE 37327 16580 2626  5.62
comba cv 8064 1291 1271 126
: RBIAS 63.43 1379 790 011
Scenario2

RRMSE 102.59 17.72 14.97 1.26

6. Conclusions and futurework

The results of the simulation show the use of BagaDsource could be controversial. Variance is aedwdefinitively
but bias can threaten the accuracy of the estinifatesler-coverage affect the source.

A molti-source approach to the estimation sound&ehbeSample and administrative data (auxiliaryialzles and known
totals) along with Big Data preserves from biateast in this simulation. Nevertheless, we think Worry to base the
inference only on a Big Data could repeat in ott@rcrete applications.

Furthermore, the simulation gives the opportunitydiscuss the steps and the evidences in adopimd&a in the
Istat for the data production process.

The complex procedure that Istat developed to Isarae important source of Big Data, as the oneesemited by the
Internet data, in order to improve the estimataserily produced by the Istat ICT Survey, will alldo produce a set
of experimental statistics whose quality has toablequately documented. An important issue is tlesgmce of
measurement errors in the survey data. There deree of a significant incidence of them, havirgpected manually
a set of websites where predictions are contragiotgth values reported in the questionnaire. Triesence has a
relevant impact on both the fitting of models (esrin the training set) and on the evaluation @irtiperformance
(errors in the test set). Furthermore, the non idenation of these errors leads to an underestimaif variance and
bias components of the design based estimators.

In any case, among the estimation procedures cemesidn the simulation exercise, the combined a®esn to be
competitive with the design based ones, but thegestill margins of improvement that can lead toirarease in the
quality of the model based procedures.

The simulation confirms that one of the most impottelements where it is worth value to investnian increase of
the coverage of the population of enterprises fpairwebsite. So far, URLS retrieved has been baseal variety of
sources and techniques, while a real solution jéceed to a census collection of this informatlmnasking website
address in every survey, and also offering the dppity to communicate this information in the tst@nterprises
Portal. A general agreement on this has been alreeguired. Of course, a higher coverage of thaufadipn websites
will allow to diminish the bias represented by thebsites whose address is unknown or not correist.also possible
to increase the number of websites successfullgssed for scraping, by previously communicatingriterprises that
their websites will be accessed and their contetheated for statistical purposes: also this isngdio be made in next
year.

Secondly, the amount of valuable information carninseeased by adding to the HTML text also the iinfation in the
images, by using Optical Character Recognition (p@Rhniques: an Istat application allowing to Hatthas already
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been developed and tested [8]. This will allowrtorease the performance of the predictors, andecestly the MSE
of the estimators.

Finally the use of all the work done so far canmetimited to a replication of already availablatistical information.
The prediction performed at unit level for the wdhqlopulation of interest will permit to enrich tih&ormation

contained in the Business Register. In terms ofreggie information, new one can be produced witand for

example, to monitoring the “Internet economy”, aspgosed by Statistics Netherlands [9].
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Questions

1- Selectivity and representati veness are rel evant issues
I n using the BD source. How can we eval uate the selection
bi as?

2- W propose a traditional nodel based franmework for
treating BD sources. Can this approach suffer from high
data vol une and not be efficiently used? Which
consequences when using non-paranetric nodel s?

3- The proposal uses survey data as ground truth data for
a machi ne | earni ng procedure. How can we deal wth
nmeasurenent errors in the survey data to obtain best
predi ctions?

10



