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Preface

Jeroen Pannekoek and Arnout van Delden1

Data integration is an opportunity for NSIs. The availability of many more
data sources than the traditional survey can be put to use by data integration,
opening up possibilities for reducing costs and response burden while main-
taining or increasing the statistical output, its quality and timeliness. From
the description of the current state of the art in data integration methodol-
ogy in the Report on WP1, it is apparent that the methodology for different
aspects of data integration has been developing rapidly in the recent years.
However from this Report on WP1 it also becomes clear that there remain
some methodological issues to be tackled in order to better profit from the
availability of multiple sources. In WP2 of the ESSnet on Data Integra-
tion a number of these methodological issues are further investigated. The
progress that has been made and the solutions that have been obtained are
reported in this Report on WP2.

The methodological developments described in the chapters of this volume
can be classified according to three areas of integration activities connected
with different phases in the statistical processing of data from multiple sources.
In particular, we consider the following areas of integration tasks. Record
linkage, which is an obvious first stage when combining data from different
sources on the same units. When no unique error-free identifiers are available,
the problem of linkage errors has to be dealt with at this stage. Inference
with multiple sources, where estimation problems are studied when multiple
sources are available but the sets of units in the different sources are not or
only partially overlapping. Micro and macro consistency, where the problem

1Statistics Netherlands, PO Box 24500, 2490 HA The Hague, The Netherlands. E-mail:
jpnk@cbs.nl.
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is tackled that information from different sources can be inconsistent both at
the micro-level, that is within linked records, as well as at the macro-level,
that is between estimates of aggregates. Below, an overview is given of the
seven chapters in this volume, organized by the three perspectives described
above.

Record linkage

Chapter 1. Methodological developments on quality measures: estimation of
probabilities of correct linkage.

Unless unique error free unit-identifiers are available, record linkage is a more
or less error prone process and this can be expressed by the concept of the
probability of a correct linkage. This probability can be seen as a measure
of the quality of the linkage process. This chapter investigates methods to
estimate this probability of a successful linkage.

Chapter 2. Editing errors in the relations between units when linking eco-
nomic data sets to a population frame.

Linkage problems in economic statistics can often be traced back to the prob-
lem that there is no single, univocal, unit type. The base unit of companies
are the legal units according to the chambers of commerce. Both administra-
tive units, as well as the statistical units in the general business register, may
be combinations of legal units. This is especially the case for larger compa-
nies. However, for a specific company, the two composite types may consist
of different combinations of legal units. To combine information from differ-
ent sources, the relations between these unit types must be established which
can be a source of linkage errors. This chapter contributes methodology to
detect and correct errors in this linkage process.

Inference with multiple and incomplete sources

Chapter 3. Methodological developments on the use of samples drawn accord-
ing to complex survey designs.

The subject of this chapter is statistical matching. Statistical matching tech-
niques combine information available in data sources with distinct units (the
sets of units do not overlap) referring to the same target population. The
data sources have some variables in common but other variables are measured
in only one of the sources and the sources are in this sense „incomplete”. The
challenge in statistical matching is to make inference on the relation between
the variables that are never observed together and, in particular, to measure
the uncertainty about such inference. This chapter further elaborates on the
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approaches to this problem discussed in chapter 2 of the Report on WP1,
thereby paying especially attention to the application of these methods in the
context of complex survey designs. An empirical evaluation of the efficiency
of the methods using the results of a simulation study is also provided.

Chapter 4. Handling incompleteness after linkage to a population frame:
incoherence in unit types, variables and periods.

The composite units as discussed in chapter 2 can lead to difficulties in the
linkage process but they also lead to special forms of incompleteness in linked
data sets. In particular, if for some but not all administrative units belonging
to the same statistical unit the target variable is not (yet) available and the
information on the statistical unit is partially missing. Also, variable defi-
nitions and measurement periods in administrative sources may differ from
the target ones, which may lead to additional forms of incompleteness. In
this chapter an overview is given of different patterns of incompleteness when
tax-units are linked to statistical units and different imputation methods are
proposed to solve these problems.

Chapter 5. Bootstrapping combined estimators based on register and survey
data.

In this chapter we consider the problem of combining, in the estimation
process, register and survey data with the following properties, often en-
countered in practice: the register only covers a selective part of the target
population and the definition of the target variable as measured in the regis-
ter differs from the definition aimed in the design of the survey. The problem
considered in this chapter is how to combine, in the estimation process, the
information from both sources. Three estimators are proposed for this and
similar situations and ways to asses the variance of these estimators, using
analytic formulae as well as via resampling (Bootstrap method) are provided.
A simulation study using real data is performed to evaluate the performance
of the different methods.

Micro and macro consistency

Chapter 6. Models and algorithms for micro-integration.

Especially in business statistics, there are many logical relations between the
variables (like profit = turnover - costs) also known as edit-rules). When
information on units comes from linking different sources, these logical rela-
tions may not hold and a micro-integration step is necessary to integrate the
different pieces of information, the data sources and the edit-rules, to arrive
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at consistent integrated micro-data. In this chapter a variety of methods are
proposed that can solve this integration problem based on a minimum ad-
justment principle: the data will be modified (adjusted) as little as possible
but such that all edit-rules are satisfied.

Chapter 7. Applications of macro-integration.

In order to obtain consistency between estimates at a macro-level, meth-
ods based on calibration can be used (e.g. repeated weighting, see Report
on WP1, ch. 5). An alternative is, however, to apply methods based on
a minimal adjustment principle directly to the estimates to solve inconsis-
tency problems. This can have advantages because adjustment methods
are more flexible in incorporating constraints and no access to the original
micro-records is necessary. In this chapter the relation between calibration
by adjusting weights and by adjusting of estimates directly is investigated
and the applicability of macro-adjustment as an alternative to (repeated)
weighting is investigated.

The methods in this volume can also be related to the three topics of data
integration distinguished throughout this ESSnet: record linkage, statistical
matching and micro integration. Chapters 1 and 2 are on record linkage and
chapter 3 is on statistical matching. Chapters 4 and 5 have in common with
the problem of statistical matching that the units in the sources cannot be
linked to form a single enriched data file, because the sources do not contain
the same units. In contrary to the statistical matching problem, in chapters
4 and 5 matching of some of the units is possible because the units in the
different sources do overlap to some extend. Chapter 6 clearly treats a topic
of micro-integration, in chapter 5 of the Report on WP1 this particular topic
is discussed as a problem of correction for measurement errors for which the
solutions shown here are much more general than those in WP1. The ad-
justment of estimates at a macro-level treated in chapter 7 is mathematically
similar to the problem of adjusting micro-data discussed in chapter 6 but it is
not a micro-integration method since it uses estimates at an aggregated level
only. However the macro-adjustment methods of chapter 7 solve the same
problem (i.e. consistency between estimates at an aggregate level) that was
treated in the Report on WP1 (chapter 5) by micro-integrations methods
(i.e. consistent repeated weighting).

Special thanks are due to Marcin Szymkowiak for the efforts in transforming
all the files in this document in LATEX.



Chapter 1
Application of Bayesian record linkage
in a real life context: a comparison
with traditional record linkage
approaches and comments on the
analysis of linked data

Brunero Liseoa, Mauro Scanub, Andrea Tancredia, Tiziana Tuotob,
Luca Valentinob

a La Sapienza Universita di Roma, Italy
b Istituto nazionale di statistica – Istat, Italy

1.1 Problem description: Survey on live births

A relevant problem in demographic statistics is to link demographic and
health data sets relative to births. The purpose of this linkage activity is to
obtain an integrated data set with more information (in one data set there
are the characteristics of the newborns as weight, type of birth, how many
brothers he/she has, week of birth, while the other data set contains data on
the characteristics of the household as marital status, nationality, education
of the parents). The two data sets are named:

1. Resident administrative register (survey on new born inclusion, hence-
forth P4)



1.1 Problem description: Survey on live births 10

2. Health register (survey on the assistance certificates in the childbirth
moment, henceforth CEDAP)

They are not managed directly by Istat: P4 is managed by municipal register
offices while CEDAP by the Health Minister. Both data sets must be sent
monthly to Istat.

The universes of interest for the two sources are not exactly the same. Indeed
there is a large intersection consisting of alive newborns born and resident in
Italy, but CEDAP considers also dead newborns and births of non residents.
Moreover the P4 source considers also Italian newborns in other countries.
Finally, the regions Molise and Calabria have not yet provided their CEDAP.
The following figure shows the intersection between the two sources and the
characteristics of the common units.

The two data sets consist of approximately 50 thousand records per month.
The record linkage experiment was performed only for data relative to the
month of March 2005. Exclusion of the non eligible newborns (i.e. those not
belonging to the intersection of CEDAP and P4) leads to the following file
sizes:

P4 March 2005 43 336 units
CEDAP March 2005 41 381 units

These data sets are subject to confidentiality constraints that prevent a link-
age with the help of personal identifiers (as the fiscal code) or identifying
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Entities involved in births Variables available in P4 and CEDAP
Mother Mother’s birth date (day, month and year)
Mother Mother’s marital status
Mother Mother’s citizenship
Mother Place of residence of the mother (hence )
Newborn Birthplace
Newborn Newborn’s birth date (day, month and year)
Newborn Newborn gender
Father Father’s birth date (day, month and year)
Father Father’s citizenship

variables (as names and surnames). The variables that can be used for link-
age purposes are in the table on next page.

These variables are usually more than enough for linking the records from
the two data sets, with the exception of same sex twins. Indeed in such cases
the available variables coincide and we have no evidence to distinguish one
twin from the other.

These cases are classified as a common link.

1.2 Analysis of available data and selection
of the matching variables

The analysis of the metadata suggests not using the variables citizenship (of
mother and father) and marital status as matching variables. The problem is
that these variables have a very poor identification power. Missing data affect
the variables connected to the newborn’s father (approximately 10% missing
data rate). Finally, the variables residence of the mother and birthplace are
highly correlated, and only birthplace is retained.
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1.3 Objective

The idea is to apply the Liseo and Tancredi model, and to study the re-
sult comparing them with the results that can be obtained from traditional
approaches. This work is organized in the following paragraphs:

1. apply the approach by Liseo and Tancredi

2. develop a practical guide for its application in NSIs,

3. check possible alternatives: e.g. those based on clerical review,

4. draw final considerations comparing the Liseo and Tancredi approach
with other approaches.

1.4 Application of the Tancredi and Liseo ap-
proach and comparison with the proba-
bilistic record linkage method based on
conditional independence

We illustrate the results of the Tancredi and Liseo model on a single block
consisting of newborns with a mother of Chinese nationality. The two files
consist of nA=287 records from the P4 register and nB=253 records from the
CEDAP data set.

Selection of the matching variables - As matching variables we considered
day, month and year of the mother’s birth date. The total number of entries
in Cartesian product of all the categories of the matching variables (V in
the instructions of the application of this approach, see the Appendix A) is
k=12x31x25=9300.

Setting the hyperparameters - The hyperparameter g appearing in the prior
distribution p(N) has been set equal to 2 in order to have a proper prior.
Moreover the probability vectors θ of frequencies distributions of the match-
ing variables are assumed independent Dirichlet random variables. This is
equivalent to assume, at the super-population level, that day, month and
year of the mother’s birth date are mutually independent. We also assume
that all the Dirichlet distributions are uniform on their support.

Simulation of the posterior distribution - To simulate the posterior distribu-
tion of the model parameters we have used the algorithm described in Tan-
credi and Liseo (2011). For this application a single Markov chain of length
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100000 has been used. The following figure shows the posterior distributions
for the population size N and for the number of matches T .

Results - The posterior means for the population N and T are respectively
375 and 194 while the 95% posterior credibility intervals are [354; 400] for
N and [186; 203] for T . Regarding the probabilities of a measurement error
1−β we have the following posterior means: 0.007 for the year, 0.014 for the
month and 0.014 for the day. Hence, the mother’s birth year seems to be the
matching variable with the smallest measurement error. However note that
the hypothesis of uniform distribution for the matching variables, which is
assumed by the model in case of measurement error, could not be justified
for the month and day of the mother’s birth date. In fact for these variables,
if the true values are not reported, there would be more chance to observe
values like 1 or 15 for the day and 1 for the month respect to other values.

Comparison with the approach defined in Jaro (1989) - Finally note that,
applying a classical probabilistic record linkage approach and using the Jaro
model for the comparison vectors with the same matching variables used
for the Bayesian model, we have obtained 215 matches. Employing this
number of matches to estimate the population size N would lead to a posterior
estimate equal to 339 and a 95% posterior interval equal to [331, 348]. Hence,
the Bayesian and the classical approaches based on conditional independence
in this case seem to produce quite different results.
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Data on computational aspects of the algorithm - Note that, from a computa-
tional point of view, Bayesian inference for the Tancredi and Liseo approach
may require very intensive simulation methods also when, as in this case, we
have to consider only a block of moderate size. In fact at each iteration of
the simulation algorithm we need to update the true values µ for each sam-
ple unit, the population frequencies F and the super-population parameter
θ, and the simulation of all these random variables may present formidable
problems when the dimension of the multidimensional contingency table V
becomes large. In multiple blocks applications, computing problems are also
harder but parallel computations for separated blocks may reduce the com-
puting time in a significant way.

1.5 Application of the probabilistic record link-
age approach based on conditional inde-
pendence and comparison with the deter-
ministic approach used in Istat

The classical approach based on conditional independence has been also per-
formed with the probabilistic model implemented in the software Relais.

Selection of the blocking variables – In order to reduce the search space re-
duction, Newborn gender and Newborn’s birth date are used as blocking
variables. CEDAP and P4 contain data from 31 birth dates then the number
of expected blocks is 62, with a homogeneous distribution of the number of
pairs in the blocks. The frequency of maximum expected link pairs in each
block is approximately 1/750.

Selection of the matching variables – All the available variables but the block-
ing ones and those excluded for problems have been used as matching vari-
ables:

1. day of mother’s birth date

2. month of mother’s birth date

3. year of mother’s birth date

4. birthplace

5. father’s birth date (day, month and year)
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Comparison metric – The simplest metric (that detects equality or inequality
of the states of a matching variable in each pair of units in a block) is used
for all matching variables with the exception of father’s birth date. In this
last case the Jaro distance with 0.9 as threshold is used (in other words two
dates are considered equivalent even if they differ by one character)

Identification of the matched pairs – In order to declare a pair as a match,
a single threshold is used (posterior probability equal to 0.9). In order to
obtain consistent results, the one-to-one constraint algorithm that forces each
unit to be linked with at most one unit has been implemented. The final set
consists of 36’562 matches.

The whole process takes 1 hour 40 minutes (AMD Sempron 3400+ 2GHz,
1G RAM). The next figure represents how much time was devoted to each
record linkage phase.

Application of a deterministic record linkage approach - The deterministic
approach declares a pair as a match when some rules are fulfilled. A rule is
defined on a combination of the key variables able to identify a unit: a pair
is declared as a match when all the key variables in a rule agree. Different
rules can be adopted. In this case, it is useful to associate a weight to each
rule, the weight should reflect the importance of the key variables used in
the rule for the unit identification.

The set of pairs is reduced by means of these two steps.

1. The first step checks if a pair is declared as a match for more than one
rules. In this case, only the rule with the highest weight is retained.

2. The second step is a 1:1 constraint, that each unit can be linked to
no more than one other unit. Also in this case, only the pair with the
highest weight is retained.
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Example:

Set: Comparisions:
P4 CEDAP Rule: Pairs
A1 A2 Rule1 (weight3) A1-A2
B1 B2 Rule2 (weight 2) A1-A2
C1 B1-B2

Rule3 (weight 1) C1-B2

Solution: Step 1: Step 2:
Pair Weight Pair Weight Pair Weight

A1-A2 3 A1-A2 3 A1-A2 3
A1-A2 2 B1-B2 2 B1-B2 2
B1-B2 2 C1-B2 1
C1- B2 1

The rules used in this example are:

1. Agreement on all the key variables, with weight 2.

2. Agreement on 14 of the 15 common variables, with weight 1 (birthdates
are split in three distinct variables: day, month and year)

Following these rules, the number of declared matches is 32595. Comparison
between probabilistic and deterministic record linkage – The probabilistic and
deterministic approaches determine two data sets of declared matches with
the following characteristics:

• 31 675 pairs are classified as matches by both methods

• 256 pairs are not identical but can be considered equivalent because
they consist of same-sex twins.

Naming „expert’s rule” this deterministic procedure, the result of com-
parison between these approaches gives:

– 87% of matches according to the probabilistic record linkage approach
are matches also for the expert’s rule (31’931 in 36’562)

– - 98% of matches according to the expert’s rule are matches also for
the probabilistic record linkage approach (31’931 in 32’595)
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An assessment of the quality of the linkage procedures can be performed
through an evaluation of samples of pairs to be carefully evaluated (by clerical
review). The clerical review consists in the analysis of the careful analysis of
all the common variables observed in the two records. If for all the variables
the differences are minimal the pair is classified as a true link.
Among the declared matches for the record linkage procedure, we distinguish:

• the common matches (A),

• matches consisting of twins (B),

• pairs declared as matches only by the expert’s rule (C),

• pairs declared as matches only for the probabilistic record linkage ap-
proach (this last set is split in the one consisting only of pairs similar
on at least half of the variables not used in the linkage procedure - D
-, and the other pairs - E).

Class of Total number Sample size True link False link
pairs of pairs

A 31675 45 45 0
B 256 39 39 0
C 664 41 41 0
D 4338 134 132 2
E 293 58 53 5

In search of possible undetected links, attention was given to two pair sets:

– Pairs not matched according to the expert’s rule, available in the con-
strained 1:1 solution obtained through Relais but with a posterior prob-
ability value below the threshold (F)

– Pairs not matched according to the expert’s rule and not , available in
the constrained 1:1 solution obtained through Relais that coincide in
at least one of the most significant variables (G)

The results obtained on the checked samples give the following false match
and false non match rates:
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Class of Total number Sample size True link False link
pairs of pairs

F 847 56 41 15
G 65778 440 2 438

Expert’s rule:
False match rate 0%
False non match rate 14,35%

Probabilistic record linkage:
False match rate 0,25%
False non match rate 4,16%

1.6 Bayesian uses of linked data

In general, from a statistical methodology perspective, the merge of two (or
more) data files can be important for two different reasons:

• per sé, i.e. to obtain a larger and integrated reference data set.

• to perform a subsequent statistical analysis based on the additional
information which cannot be extracted from either of the two single
data files.

The first situation needs not any further comment: a new data set is created
and appropriate statistical analyses will be performed based on it. On the
other hand, the second situation is more interesting both from a practical
and a theoretical perspectives. Let us consider a toy example to fix the ideas.

Suppose we have two computer files, say A and B, whose records respectively
relate to units (e.g. individuals, firms, etc.) of partially overlapping popula-
tions PA and PB. The two files consist of several fields, or variables, either
quantitative or qualitative. For example, in a file of individuals, fields can
be “surname”, “age”, “sex”, etc. The goal of a record linkage procedure is
to detect all the pairs of units (a; b), a∈A and b∈B, such that a and b refer
actually to the same unit.

Suppose that the observed variables in A are denoted by (Z, X 1, . . . , Xk)
and the observed variables in B are (W, X 1,. . . , Xk). Then one might be
interested in performing a linear regression analysis (or any other more com-
plex association model) between Z and W, restricted to those pairs of records
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which we declare as matches. The intrinsic difficulties which are present in
such a simple problem are well documented and discussed in Scheuren and
Winkler (1993) and Lahiri and Larsen (2005).

In the statistical practice it is quite common that the linker (the researcher
who matches the two files) and the analyst (the statistician doing the sub-
sequent analysis) are two different persons working separately. However,
we agree with Scheuren and Winkler (1993), which say “ . . . it is important
to conceptualize the linkage and analysis steps as part of a single statistical
system and to devise appropriate strategies accordingly.”

In a more general framework, suppose one has (Z 1,. . . , Zh, X 1,. . . , Xk) ob-
served on nA units in file A and (W 1,. . . , Wp, X 1,. . . , Xk) observed on nB
units in file B. Our general goal can be stated as follows:

• use the key variables (X 1,. . . , Xk) to infer about the true matches
between A and B.

• perform a statistical analysis based on variables Z ’s and W ’s restricted
to those records which have been declared matches.

To perform this double task, we present here a fully Bayesian analysis. The
main point to stress is that in our approach all the uncertainty about the
matching process is automatically accounted in the subsequent inferential
steps. This approach uses, generalizes and improves the Bayesian model for
record linkage described in Fortini et al. (2001). We present the general
theory and illustrate its performance via simple examples. In Section 1.6.1
we briefly recall the Bayesian approach to record linkage proposed by Fortini
et al. (2001) to which to refer for details. Section 1.6.2 generalizes the method
to include the inferential part. Section 1.6.3 concentrates on the special case
of regression analysis, the only situation which has been already considered
in literature: see Scheuren and Winkler (1993) and Lahiri and Larsen (2005).

1.6.1 Bayesian Record Linkage

In Fortini et al. (2001) a general technique to perform a record linkage anal-
ysis is performed. Starting from a set of key variables (X 1,. . . , Xk), observed
in two different sets of units, the method defines, as the main parameter of
interest a matching matrix C, of size nA times nB, whose generic element is

ca,b =

{
1 units a and b refer to the same units
0 otherwise

(1.1)
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The statistical model is based on a multinomial likelihood function where all
the comparisons between key variables among units are measured on a 0/1
scale. As in the mixture model proposed by Jaro (1995) a central role is
played by the parameter vectors m and u, both of length 2k, with

mi = P (Ya,b = yi |ca,b = 1) , ui = P (Ya,b = yi |ca,b = 0) , (1.2)

for i=1, . . . ,2k, and Ya,b represents the 2k-dimensional vector of comparisons
between units a∈A and b∈B. For a different approach, based on the actual
observed values see Tancredi and Liseo (2011).
Then a MCMC approach is taken which produce a sample from the posterior
distribution of the matrix valued parameter C. See Fortini et al. (2001) for
a discussion about the appropriate choices for the prior distribution on C
and on the other parameters of the model, mainly m and u.

1.6.2 A general method for inference with linked data

In this section we illustrate how to construct and calibrate a statistical model
based on a data set which is the output of a record linkage procedure. As we
already stressed, the final output provided by the procedure described in the
previous section will be a simulation from the joint posterior distribution of
the parameters, say (C, m, u; ξ), where ξ includes all the other parameters
in the model.

This can be used according to two different strategies. In fact we can either

I. Compute a ”point” estimate of the matrix C and then use this estimate
to establish which pairs are passed to the second stage of the statistical
analysis. In this case, the second step is performed with a fixed num-
ber of units (the declared matches). It must be noticed that, given the
particular structure of the parameter matrix C, no obvious point esti-
mates are available. The posterior mean of C is in fact useless since we
need to estimate each single entry ca,b either with 0 or 1. The posterior
median is difficult to define as well, and the most natural candidate,
the maximum a posteriori (MAP) estimate typically suffers from sensi-
tivity (to the prior and to Monte Carlo variability) problems: this last
issue is particularly crucial in official statistics. For a deep discussion
on these issues see Tancredi et al. (2005) and, for related problems, in
a different scenario, Green and Mardia (2006).

II. Alternatively, one can transfer the ”global” uncertainty relative to C
(and to the other parameters), expressed by their joint posterior dis-
tribution, to the second step statistical analysis.
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We believe that this latter approach is more sensible in the way it deals with
uncertainty. Among other things, it avoids to over-estimate the precision
measures attached to the output of the second step analysis.

The most obvious way to implement the approach II simply consists in per-
forming the second step analysis at the same time as the record linkage
analysis, that is, including the second step analysis into the MCMC proce-
dure. This will cause a feed-back propagation of the information between the
record linkage parameters and the more specific quantities object of interest.
Here we illustrate these ideas in a very general setting; in the next section
we will consider the regression example in details.

Let D = (y, z, w) = (y11, . . . , ynAnB
, z1, ..., znA

, w1, ..., wnB
) be the entire set

of available data where, as in the Introduction, yab represents the vector of
comparisons among variables which are present in both files, za is the value
of covariate Z observed on individual a∈A and wb is the value of covariate
W observed on individual b∈B. The statistical model can then be written as

p (y, z, w |C,m, u, θ ) (1.3)

where (C; m, u) are the record linkage parameters and θ is the parameter
vector related to the joint distribution of (W ;Z ). The above formula can
always be re-expressed as

p (y |C,m, u, θ ) p (z, w |C, y,m, u, θ ) (1.4)

It sounds reasonable to assume that, given C, the comparison vector Y does
not depend on θ; also, given C, the distribution of (W;Z) should not de-
pend both on the comparison vector data Y and the parameters related to
those comparisons. It follows that model can be simplified into the following
general expression:

p (y |C,m, u) p (z, w |C, θ ) (1.5)

The first term in the last expression is related to the record linkage step; the
last term refers to the second step analysis and must be specified according
to the particular statistical analysis. The presence of C in both the terms
allows the feed-back phenomenon we mentioned before. Approaches I and II
can be re-phrased using the last formula. In the case I the first factor of the
model is used to get an estimate Ĉ of C. Then Ĉ is plugged into the second
factor and a standard statistical analysis is performed to estimate θ.

In approach II the two factors are considered together within the MCMC
algorithm thus providing a sample from the joint posterior distribution of
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all the parameters. There is actually a third possible approach to consider
and we call it approach III. In fact, one can perform a MCMC algorithm
with the first factor only and, at each step t=1, . . . , I, of the algorithm III.
perform the statistical analysis expressed by the second factor of the model
using the information contained in C(t), the actual value of the Markov chain
for the parameter C at time t. This way, one can obtain an estimate θ̂t of θ
at each step of the MCMC algorithm and then somehow summarize the set
of estimates. In the next section we will illustrate the three approaches in
the familiar setting of the simple linear regression.

We anticipate that approach I seems to miss to account for the uncertainty
in the first step of the process and it tends to produce a false impression of
accuracy in the second step inferences.

We consider approach II as the most appropriate in terms of the use of
statistical information provided by the data. However, approach III can be
particularly useful especially if the set of linked data must be used more than
one time, for different purposes. In fact, while in approach II information
flows back and forth from C to θ, in the case of III the information goes on
one sense only, from C to θ.

1.6.3 An example: simple linear regression

Consider again the toy example in the Introduction and assume that our
object of interest is the linear relation between W and Z, say

Wj = θ0 + θ1Zj + εj; j ∈M (1.6)

Here we describe how to implement the three different approaches discussed
in previous section. We assume that our statistical model can be simplified
according to 1.6.2.

Method I

1. Use any Record Linkage procedure to decide which pairs of records are
true matches,

2. Use the subset of matched pairs to perform a linear regression analysis
and provide an estimate of θ = (θ0, θ1) via ordinary least squares,
maximum likelihood or Bayesian method.

Method II
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1. Set a MCMC algorithm relative to model 1.5, that is, at each iteration
t=1, . . . , T,

2. draw C(t)from the full conditional distribution,

3. draw m(t), u(t), ξ(t)from the full conditional distribution,

4. draw θ(t) from the full conditional distribution.

From steps II-b and II-c one can notice that the marginal posterior distribu-
tion of C will be potentially influenced by the information on θ.

Method III

1. Set up a MCMC algorithm restricted to the first factor of (1.5) to pro-
vide a posterior sample form the joint posterior distribution of (C,m,u)
To do that one can follows, for example, the methods illustrated in
Fortini et al. (2001) and Tancredi and Liseo (2011).

2. At each iteration t=1, . . . , T of the MCMC algorithm, use C(t) to
perform a linear regression analysis restricted to those pairs of records
(a,b) such that c(t)

a,b = 1, and produce a point estimate of (θ0, θ1) say(
θ̂0, θ̂1

)
)

3. Use the list of estimates θ̂(t) as an ”approximation” of the posterior
distribution of θ

In this third approach the estimation of C is not influenced by the regression
part of the model and it might be safer to use it for a future and different
statistical analysis on the same merged data set.
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Summary: In this chapter we concentrate on methodological developments to
improve the accuracy of a data set after linking economic survey and register
data to a population frame. Because in economic data different unit types are
used, errors may occur in relations between data unit types and statistical unit
types. A population frame contains all units and their relations for a specific
period. There may also be errors in the linkage of data sets to the population
frame. When variables are added to a statistical unit by linking it to a data
source, the effect of an incorrect linkage or relation is that the additional
variables are combined with the wrong statistical unit. In the present paper
we formulate a strategy for detecting and correcting errors in the linkage
and relations between units of integrated data. For a Dutch case study the
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2.1 Background

2.1.1 Introduction

There is a variety of economic data available that is either collected by sta-
tistical or by public agencies. Combining those data at micro level is attrac-
tive, as it offers the possibility to look at relations / correlations between
variables and to publish outcomes of variables classified according to small
strata. National statistical institutes (NSI’s) are interested to increase the
use of administrative data and to reduce the use of survey data because pop-
ulation parameters can be estimated from nearly integral data and because
primary data collection is expensive.

The economic data sources collected by different agencies are usually based
on different unit types. These different unit types complicate the combination
of sources to produce economic statistics. Two papers, the current paper and
Van Delden and Van Bemmel (2011) deal with methodology that is related
to those different unit types. Both papers deal with a Dutch case study in
which we estimate quarterly and yearly turnover, where we use VAT data for
the less complicated companies2 and survey data for the more complicated
ones.

Handling different unit types starts with the construction of a general busi-
ness register (GBR) that contains an enumeration of the different unit types
and their relations. From this GBR the population of statistical units that
is active during a certain period is derived, the population frame. This pop-
ulation frame also contains the relations of the statistical units with other
unit types, such as legal units. In the current paper we formulate a strategy
for detecting and correcting errors in the linkage and relations between units
of integrated data.

In the Dutch case study, after linkage, we handle differences in definitions
of variables and completion of the data. After both steps, population pa-
rameters are computed. Both steps are treated by Van Delden and Van
Bemmel (2011) and resemble micro integration steps as described by Bakker
(2011). After the computation of population parameters, an additional step
of detecting and correcting errors is done as treated in the current paper.

In a next step, the yearly turnover data are combined at micro level (en-
terprise) with numerous survey variables collected for Structural Business

2In the current paper ’company’ is used as a general term rather than as a specific unit
type.
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Statistics. The paper by Pannekoek (2011) describes algorithms to achieve
numerical consistency at micro level between some core variables collected
by register data and variables collected by survey data. Examples of such
core variables in economic statistics are turnover, and wages. There are also
other European countries that estimate such a core variable, e.g. turnover,
from a combination of survey and administrative data. Total turnover and
wage sums are central to estimation of the gross domestic product, from the
production and the income side respectively.

Because the current paper and Van Delden and Van Bemmel (2011) share
the same background, the current section 2.1.1 and the sections 2.1.2 and 2.2
are nearly the same in both papers.

2.1.2 Problem of unit types in economic statistics

The different unit types in different economic data sources complicate their
linkage and subsequent micro integration. When a company starts, it reg-
isters at the chamber of commerce (COC). This results in a so called ’legal
unit’. The government raises different types of taxes (value added tax, cor-
porate tax, income tax) from these ”companies”. Depending on the tax
legislation of the country, the corresponding tax units may be composed of
one or more legal units of the COC, and they may also differ for each type of
tax. Finally, Eurostat (EC, 1993) has defined different statistical unit types
(local kind of activity unit, enterprise, enterprise group) which are composed
of one or more legal units.

In the end, for each country, the set of unit types of companies may be
somewhat different. But generally speaking, for each country, the legal units
are the base units whereas tax and statistical units are composite units (see
Figure 2.1). In some countries, like France, there is one-to-one relationship
between legal units and tax units and tax units are one-to-one related to sta-
tistical units. In other countries, like the Netherlands, units that declare tax
may be groupings of legal units that belong to different enterprises (Vaasen
and Beuken, 2009). Likewise, in Germany, tax units may declare turnover
for a set of enterprises (Wagner, 2004). As a consequence, at least in the
Netherlands and Germany, for the more complex companies tax units may
be related to more than one enterprise. In other words, the tax and statis-
tical units are both composed of legal units, but their composition may be
different.
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Figure 2.1. Different unit types in economic statistics. Each cylinder represents a single unit; arrows
indicate the groupings of units.

2.1.3 General Business Register

NSI’s have a GBR that contains an enumeration of statistical units and the
underlying legal units. The GBR contains the starting and ending dates of
the statistical units, their size class (SC code) and their economic activity
(NACE code). In 2008, Eurostat has renewed its regulation on a business
register (EC, 2008) in order to harmonise outcomes over different European
countries. NSI’s also use a GBR to harmonise outcomes over different eco-
nomic statistics within an NSI. In addition, the Netherlands - and other
NSI’s, also added the relations between legal units and tax units to the
GBR, to be able to use tax office data for statistical purposes.

2.1.4 Problem description

Within the GBR errors may occur in the relations between the unit types,
which is explained in more detail in section 2.3. An example of a relation
error is a tax unit in the GBR which is related to the wrong statistical unit.
This statistical unit belongs to a certain NACE stratum. The consequence
of this wrong relation may be that the tax unit ’belongs’ to the wrong NACE
stratum.

Also, linkage errors may occur between units in the data sets and the corre-
sponding unit in the population frame, for example due to time delays. An
example of a linkage error is a tax unit in the VAT declaration file that is
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wrongly not linked to the corresponding tax unit in the population frame be-
cause a new identification number is used in the VAT declaration file where
the population frame still contains the old identification number.

The focus of the current paper is to describe a strategy for detecting and
correcting errors in the linkage and relations between units of integrated
data. For a Dutch case study the detection of potential errors is illustrated.

2.1.5 Outline of the paper

The remainder of the paper is organised as follows. Section 2.2 describes
a Dutch case study. Section 2.3 gives a classification of the errors that are
considered in the current paper. In section 2.4 we describe the strategy of
detecting and correcting the errors. Section 2.5 gives an example of a pre-
liminary test on the effectiveness of a score function that we use. Finally,
section 2.6 concludes and gives topics for future research.

2.2 Description of the case study

2.2.1 Background: statistical output

In the current paper we deal with the estimation of Dutch quarterly and
yearly turnover levels and growth rates, based on VAT declarations and sur-
vey data. The work is part of a project called ”Direct estimation of Totals”.
Turnover is estimated for the target population which consists of the statis-
tical unit type the enterprise. Turnover output is stratified by NACE code
size class. An overview of all processing steps from input to output data can
be found in Van Delden (2010).

The estimated quarterly figures are directly used for short term statistics
(STS). Also, the quarterly and yearly turnover levels and growth rates are
input to the supply and use tables of the National Accounts, where macro in-
tegration is used to obtain consistent estimates with other parameters. Also,
results are used as input for other statistics like the production index (micro
data) and the consumption index (the estimates). Finally, yearly turnover is
integrated at micro level with survey data of the Structural Business Statis-
tics (SBS). Next, the combined data is used to detect and correct errors in
both the turnover data as well as in the other SBS variables. Yearly turnover
results per stratum are used as a weighting variable for SBS data.

In fact we deal with four coherent turnover estimates:



2.2 Description of the case study 29

• net total turnover: total invoice concerning market sales of goods and
services supplied to third parties excluding VAT

• gross total turnover: total invoice concerning market sales of goods and
services supplied to third parties including VAT

• net domestic turnover: net turnover for the domestic market, according
to the first destination of the product

• net non-domestic turnover: net turnover for the non-domestic market,
according to the first destination of the product

More information on the turnover definition can be found in EC (2006). In
the remainder of the paper we limit ourselves to net total turnover further
referred to as turnover.

Table 2.1. Overview of the releases of the case study

Release Period of Moment Explanation

estimation

Flash Quarter 30-35 days Provisional estimate delivered for

estimate after end of Quarterly Accounts, STS branches

target period with early estimates

Regular Quarter 60-70 days Revised provisional estimate for

estimate after end of Quarterly Accounts and for STS

target period

Final STS Year and April y + 1, one The estimates of the four quarters are

estimate corresponding year after consistent with the yearly figure

4 quarters target year

Final SBS Year and April y + 2, two The estimates of the four quarters are

estimate corresponding years after consistent with the yearly figure.

4 quarters target year The yearly figure is based on STS and

SBS turnover data

The quarterly and yearly figures are published in different releases, as shown
in Table 2.1. The quarterly releases vary from a very early estimate delivered
at 30-35 days after the end of the corresponding quarter to a final estimate
for SBS publication delivered April year y+2 where y stands for the year in
which the target period falls.

2.2.2 Target population and population frame

The statistical target population of a period consists of all enterprises that
are active during a period. This true population is unknown. We represent
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this population by a frame which is derived from the GBR. Errors in this
representation are referred to as frame errors. Each enterprise has an actual
and a coordinated value for the SC and NACE code. The coordinated value
is updated only once a year, at the first of January and is used to obtain
consistent figures across economic statistics. In the remainder of the paper
we always refer to the coordinated values of SC and NACE code unless stated
otherwise.

The population frame is derived as follows. First, each month, we make
a view of the GBR that represents the population of enterprises that are
active at the first day of the month; in short: the population state. This
population state also contains the legal units, tax units and the ’enterprise
groups’-units that are related to the enterprise population at the first day of
the month. Next, the population frame for a period is given by the union of
the relevant population states. For example, the frame for the first quarter of
a year consists of the union of the population states on 1 January, 1 February,
1 March and 1 April.

For the case study, the frame contains four unit types: the legal unit (base
unit), the enterprise (composite unit) and two tax units namely the base tax
unit and the VAT unit. In the Netherlands each legal unit (that has to pay
tax) corresponds one-to-one to a base tax unit. For the VAT, base tax units
may be grouped into a VAT unit (composite unit). So this is an extension
of the more general situation of Figure 2.1.

The units and their relations are shown in Figure 2.2. We consider:

1. the relation between the legal unit and the enterprise

2. the relation between the base tax unit and the legal unit

3. the relations between the VAT unit and the base tax unit

During the production of the GBR relation 1 is automatically derived from
ownership relations in COC and tax office data, using business rules. Rela-
tion 2 is based on matching of name, postal code and house number, which
Statistics Netherlands (SN) obtains from a National Basic Business Regis-
ter (BBR). Relation 3 is automatically derived from tax office data using
business rules.

The linkage between data sets and population frame is split into:

4. the linkage of a VAT unit in the VAT declaration to the (identical)
VAT unit in the population frame
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5. the linkage of an enterprise of the survey to an enterprise in the popu-
lation frame

VAT declared by VAT units are linked to the corresponding VAT units in the
frame, using exact matching of identification numbers (relation 4). Likewise,
survey data as obtained for enterprises are linked to enterprises in the frame
using exact matching of identification numbers (relation 5).

As explained in Vaasen and Beuken (2009), in the case of smaller companies
each VAT unit is related to one enterprise and each enterprise may consist
of one or more VAT units. For the more complicated companies, referred to
as topX units, a VAT unit may be related to more than one enterprise.

Figure 2.2. Relations between units types in the population frame, and the unit types of data sets that
are linked to this frame.

2.2.3 Data

In the case study we use two types of source data. We use VAT data for non-
topX enterprises. For topX enterprises we use survey data because VAT units
may be related to more than one enterprise. This approach is quite common,
also at other NSI’s in Europe (e.g. Fisher and Oertel, 2009; Koskinen, 2007;
Norberg, 2005; Orjala, 2008; Seljak, 2007). For non-topX units, we only
use observations of VAT units that are related to the target population of
enterprises.

Concerning VAT, a unit declares the value of sales of goods and services,
divided into different sales types. The different sales types are added up to
the total sales value, which we refer to as turnover according to the VAT
declaration.
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In the current paper we use VAT data and survey data for Q4 2009 - Q4 2010
and focus on quarterly estimates. Data are stratified according to NACE
2008 classification.

2.3 Classification of errors in relations and in
linkage between units

2.3.1 Overview

In the case study, errors in the relations/linkages as shown in Figure 2.2
seems most likely in relation 1 and 3. Errors in relation 1 and 3 are due to
errors in the data sources used in the production of the GBR and due to
time delays. For ’relation’ 4 and 5 errors may occur in the exceptional case
of a mistake in the identification number. For more complex companies with
more than one legal unit at the same address and postal code, errors may
occur in relation 2.

In the next two sections we give a classification of errors that are considered in
the present paper. We distinguish between (a) errors in the relations between
different unit types within the population frame (section 2.3.2) and (b) errors
in linkages between observations and the population frame (section 2.3.3).
Note that the errors in the relations between unit types have been called
frame errors by Bakker (2011) and alignment and unit errors by (Zhang,
2011).

2.3.2 Errors in the relations between unit types

Below we classify the different error types in order to understand the causes
of errors and to assist the correction process. At SN relations between units
are established in the GBR, from this GBR the population frame for a specific
period is derived, see section 2.2.2. Any corrections in these relations are also
made in the GBR and thereafter, new release of the population frame will
be made.

Therefore, for the classification, we look into errors in the GBR and the
consequences that they have for the population frame. We divide errors in
the relations between unit types (see Figure 2.2) into four subtypes: namely
errors in relations that are present versus relations that are wrongly absent
and errors in relations that result in coverage errors and those that do not.

Erroneous positive relations between unit types
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(a) Error leading to over coverage. The presence of a relation between
unit types in the GBR where at least one unit is non domestic, resulting
in over coverage in the population frame.

For example, two VAT units are linked to an enterprise of the target popu-
lation. One of the two VAT units is domestic, the other is non-domestic, see
Table 2.2. According to the Dutch tax rules the non-domestic unit has to
declare tax in the Netherlands and is found within the Dutch tax data.

Note that for error type (a) the relation itself may be correct, but because
we wish to make statistics by country the non-domestic units should not be
included.

(b) Erroneous relation. An incorrect relation between unit types in the
GBR where all units are domestic.

For example a domestic VAT unit is related to the wrong enterprise. This
wrong enterprise may belong to another economic activity than the correct
enterprise.

Errors concerning missing relations between unit types

(c) Error leading to under coverage. A relation between unit types
that is wrongly missing in the GBR, resulting in a domestic unit that
is not covered by the population frame.

For example, an enterprise consists of two legal units, but only one of them is
found in the GBR. Another example is a domestic legal unit that is present
in the GBR, but is incorrectly not yet related to an enterprise.

(d) Erroneous missing relation. An incorrect missing relation between
unit types, where all the corresponding units are present in the GBR
but just the relation itself is wrongly missing.

For example within the GBR, VAT unit A is related to enterprise A of the
population, but should have been related to both enterprise A and B.

Table 2.2. Example of a domestic enterprise in the GBR related to a domestic and non-domestic VAT
unit.

Enterprise VAT unit Domestic

47823457 0015720983001 Yes

47823457 0015720983001 No
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2.3.3 Linkages errors between observations and the pop-
ulation frame

Likewise to errors in the relations between unit types in the GBR, errors in
the linkage of data sets to the population frame can be divided into incorrect
positive links (mismatches) and incorrect missing links (missed matches). In
the case study we use exact matching, so we do not expect many linkage
errors between observations and the population frame. Therefore we do not
divide linkage errors into subtypes in the present paper.

2.4 Strategy of detection and correction of
errors

2.4.1 Introduction

We distinguish between three phases in the production process where we
can detect the above-mentioned errors, analyse them, and correct them if
possible. The first phase is during the formation of the GBR. The second
phase is just after linkage of VAT and survey data to the population frame.
Those two phases focus on incorrectly missed links.

The third phase is done after the first estimation of population totals. Popu-
lation totals are checked for implausible outcomes at aggregate level and next
we zoom into the micro data using selective editing. In this phase we check
for all possible sources of error. If a record value is suspicious we need aids
to find out what type of error occurred. In section 2.4.2-2.4.4 we describe
the three phases.

2.4.2 Phase 1: analysing VAT and legal units in the
GBR that are not related to enterprises

Within the GBR, some relations between unit types may be absent. E.g.,
VAT units may, even though they might be related to legal units, not be
related to enterprises. This happens e.g., due to the time delay the Dutch
GBR applies when effectively introducing new enterprises. Phase one focuses
on detecting errors leading to under coverage and correcting them. Wrongly
missing relations lead to over coverage of the VAT unit population compared
to the enterprise population.

To reduce the effects of this phenomenon we are thinking about two actions:
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• Analyse VAT units in the GBR that are related to legal units, but
are not (yet) related to enterprises. Sort these VAT units according
to historical (quarterly) turnover and select the units with the largest
turnover to be analysed first. Profilers should analyse these units in
depth and decide upon possible relations with enterprises.

• Reduce the time delay between forming an enterprise and effectively
introducing an enterprise in the GBR, by making use of information
from other sources.

The first action tries to trace errors leading to under coverage and yields the
introduction of new relations in the GBR. This can be effectuated in a new
release of the GBR. At Statistics Netherlands it is not possible to ”introduce”
newly emerged enterprises in an already released GBR. The second action
reduces coverage errors due to time delays.

2.4.3 Phase 2: analysing VAT units that cannot be
linked to the population frame

Linking tax declarations to the population frame via VAT units, it turns
out that not all VAT units in the tax-declarations-file can be linked to the
population frame. Phase 2 tries to detect VAT units that are wrongly not
linked to the population frame, this concerns errors leading to under coverage.

We should distinguish between two situations:

• Not possible to link a VAT-declaration to a VAT-unit in the population
frame

• Not possible to link a VAT-declaration to an enterprise in the popula-
tion frame

The first situation may occur e.g., when the file with the tax-declarations
contains non-domestic units that are not present in the GBR. Another rea-
son could be time delay: a new VAT-unit is already present in the tax-
declaration-file but not yet present in the GBR. Again, sorting these VAT-
units with respect to their turnover and profiling the units with the largest
turnover, might help to reduce the effect of these linkage errors. First results
for Q3 2010 show that, after sorting, 1,5 per cent of the units with a VAT-
declaration that cannot be linked to the GBR corresponds to 90 per cent of
the declared turnover.
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The second situation is similar to the situation as mentioned in section 2.4.2.
However, now we have additional information from the tax declaration that
profilers could use in analysing the ”missing” relations.

2.4.4 Phase 3: strategy of editing after making popu-
lation estimates

2.4.4.1 Introduction

The third phase detects all kinds of errors. In terms of errors in the rela-
tions between unit types, we expect that in this phase we can find erroneous
positive relations making use of the estimated stratum turnover levels and
changes. Strata with extremely large stratum turnover values, may have
’errors leading to over coverage’ or ’erroneous relations’.

2.4.4.2 Indicators for detection of potentially wrong population
estimates

For each publication cell (combination of NACE codes) we obtain a set of
population estimates concerning turnover level and yearly/quarterly growth
rate. We use several indicators to assess whether population estimates are
plausible (Hoogland, 2011; Van Delden et al., 2010). The main indicators
are

• Difference between estimated growth rate and expected growth rate;

• Turnover share of unedited potential influential errors.

The difference between the estimated growth rate and the expected growth
rate is too large if

|Gk,k−s
h,r − E(Gk,k−s

h )| > dEh

with:

Gk,k−s
h,r : the growth rate for quarter k with respect to quarter k-s for publi-

cation cell h and release r. In practice, we mainly consider s=4.

E(Gk,k−4
h,r ) = Gk−1,k−5

h,r′ , that is, the expected year-to-year growth rate for
a specific quarter is the year-to-year growth rate for the most recent release
(r’ ) for the previous quarter.

dEh : user-specified marginal value for the difference between the estimated
growth rate and the expected growth rate.
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The following indicator can be used to assess micro data that is used to
estimate the yearly growth rate and turnover level for publication cell h in
quarter k.

Rk,k−4
h =

∑
j∈h

V k,k−4
j max

{
Ok
j , O

k−4
j

}
∑
j∈h

max
{
Ok
j , O

k−4
j

} ,

where

V k,k−4
j = 1, if turnover value Ok

j for enterprise j in quarter k is a potential
influential error (PIE) and it is not checked or an editor indicated that the
record was checked, but there was insufficient information for editing. To
determine whether Ok

j is a PIE Ok−4
j is used as a reference value.

V k,k−4
j = 0, otherwise.

In the next section we explain how potential influential errors can be detected
using reference values.

2.4.4.3 Indicator(s) for detecting potential errors at microlevel

To detect potential influential errors, score functions are used to assess the
influence and risk associated with the net total turnover for an enterprise
in a publication cell and quarter. A detailed description is available in Van
Delden et al. (2010). The basic idea is described in Hoogland (2009). The
turnover values Ok

j and Ok−4
j are used to determine the influence and suspi-

ciousness of Ok
j . These turnover values can be either observed or imputed.

We try to construct homogeneous strata in order to detect deviant turnover
values and growth rates within strata. The score for influence (I ) and suspi-
ciousness (S ) for a specific enterprise j and quarter k are multiplied:

Rk,k−4
j = Ik,k−4

j × Sk,k−4
j

The total score Rk,k−4
j is between 0 and ∞, and a higher score means that

the net total turnover for an enterprise is considered more influential and/or
suspicious. All enterprises j with a value

Rk,k−4
j ≥ Rmin

are listed on the ’PIE list’ that is shown to analysts (see below).

We give a rough description of the score functions used to assess influence and
suspiciousness. To assess the influence for enterprise j we use the turnover
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values Ok
j and Ok−4

j , and the robust estimates of Ok
j and Ok−4

j . The idea
is that we do not want to underestimate the influence of an enterprise if
a turnover value is too small. The influence is large if the maximum value of
these four turnover values is large relative to an estimate of the total turnover
in the publication cell.

To assess the suspiciousness for enterprise j we compute partial suspicion
scores. These partial scores represent suspiciousness regarding one of the
features below:

Sk−4
1,j : turnover value in quarter k-4;

Sk2,j: turnover value in quarter k;

Sk3,j: yearly growth rate in quarter k ;

Sk4,j: inverse of yearly growth rate in quarter k ;

A feature is suspicious if the corresponding partial suspicion score is larger
than 1. This is the case if a feature is extremely high within a stratum
with enterprises, otherwise the partial suspicion score is equal to 1. For each
enterprise we determine whether a feature is suspicious. A 4-digit code (I1,
I2, I3, I4) is used to summarize the suspiciousness of features, see figure 2.3.

I1 = 1, if Sk−4
1,j is suspicious, otherwise I1 = 0

I2 = 1, if Sk2,j is suspicious, otherwise I2 = 0

I3 = 1, if Sk3,j is suspicious, otherwise I3 = 0

I4 = 1, if Sk4,j is suspicious, otherwise I4 = 0

Figure 2.3. 4-digit code for suspiciousness
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The partial suspicion scores are combined into an overall suspicion score.

Skj = max(Sk−4
1,j , S

k
2,j)S

k
3,jS

k
4,j − 1

The overall suspicion score is 0 for enterprises where all partial suspicion
scores are equal to 1, otherwise it is larger than 0.

An analyst decides whether enterprises on the PIE list are edited. He/she
may consider additional information such as sorted tables with micro data
and scatterplots showing the relation between a turnover variable in quarter k
and the same turnover variable in quarter k-s. This may result in enterprises
on the PIE list that are not selected for editing or additional enterprises with
potential influential errors that have been selected for editing by an analyst.

2.4.4.4 Correction at microlevel: determining the error type

An editor has to determine the type of possible errors and a correction if
there is an actual error. In the present paper, we focus on the detection of
errors in the relation between unit types and in linkage errors. There are
several aids for detection of relation and linkage errors

1) partial suspicion scores

2) seasonal patterns of turnover for an enterprise

3) seasonal patterns of turnover for VAT units related to an enterprise

4) features of an enterprise, linked legal units, and linked VAT units in
combination with profiler knowledge

ad 1) Partial suspicion scores

The suspicion code gives an indication of the possible error type of a potential
influential error that is detected by a score function. For example, suppose
that an enterprise has a suspicious turnover value in both quarter k and
quarter k−4 (code 1100). This indicates a potential error in the NACE code
or size class, or a possible relation/linkage error that has been present for
more than a year. Suppose that an enterprise has a suspicious turnover value
in quarter k, a ’normal’ turnover in quarter k − 4 and a suspicious growth
rate (code 0110). This is an indication of a possible erroneous turnover value
or a possible linkage error in quarter k.

ad 2) Seasonal patterns of turnover for an enterprise
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Another indication of a possible relation/linkage error is a shift in turnover
for an enterprise from quarter k−1 to quarter k, in combination with a change
in the VAT units that are related to the enterprise in quarter k. An enterprise
is stable in quarter k if it has the same relation with VAT units as in quarter
k − 1, otherwise it is unstable.

ad 3) Seasonal patterns of turnover for VAT units related to an enterprise

In Table 2.3 an example is shown of a change in the VAT units that are
related to an enterprise, which seems to cause a zero turnover in quarter 3.
It is plausible that VAT unit 3333301 already declared turnover for the third
quarter, but was (wrongly) not yet related to the enterprise 2 within the
GBR.

Table 2.3. Turnover (× 1000 euros) patterns of VAT units related to enterprise 2.

VAT unit Period turnover

2222201 Quarter 1 2000

2222201 Quarter 2 2500

2222201 Quarter 3 0

3333301 Quarter 4 2200

In Table 2.4 an example is shown of an additional VAT unit that is related
to enterprise 1 with a large effect on the quarterly turnover of enterprise
1. It seems that the large increase in turnover is not due to an erroneous
turnover, because a large turnover is reported in each month in Q4. Features
of VAT unit 3333301 and the corresponding legal unit and enterprise help to
determine the type of possible error.

Table 2.4. Turnover (×1000 euros) patterns of VAT units related to enterprise 1.

VAT unit Period turnover

2222201 Quarter 1 20

2222201 Quarter 2 25

2222201 Quarter 3 24

2222201 Quarter 4 26

3333301 Q4, month 1 9000

3333301 Q4, month 2 10000

3333301 Q4, month 3 12000
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ad 4) features of an enterprise, linked legal units, and linked VAT units in
combination with profiler knowledge

An editor could check the available name and address of VAT units, and name
address, legal form and number of working persons for legal units to check
whether all VAT units are correctly related to the enterprise. Within the
population frame information is available about changes in the composition
of the enterprise (such as mergers). An event such as a merger may explain
a structural shift in turnover for an enterprise and changes in the relation
between the enterprise and VAT units.

2.5 Preliminary test on the effectiveness of
score functions

We consider all enterprises that were edited within the DRT project for car
trade and wholesale trade for Q4 2010. We use VAT data that were not edited
before and survey data that were already edited for production of STS with
the current statistical proces. We investigate the relationship between the
type of error and whether an enterprise is on the PIE list.

The ratio ’number of records on PIE list that are selected for editing / total
number of records selected for editing’ says something about the effectiveness
of the score function used to detect potential influential errors. Assuming
that an analyst makes an effort to detect potential influential errors that are
not on the PIE list.

Table 2.5 shows results for edited enterprises for car trade and wholesale
trade for Q4 2010. Only 76 of the 92.225 active enterprises are edited. For
90.457 active enterprises we used VAT data instead of survey data. The
number of edited records is small, because of time constraints and because
part of the survey data was already edited for STS Q4 2010.

There were 38 enterprises on the PIE list, of which 23 were edited (Table
2.5) and 15 were not. From the 23 enterprises on the PIE list that were
checked, the values of 7 enterprises were left unchanged (Table 2.5, category
”no error”). Furthermore, about two third of the edited enterprises are not on
the PIE list. This can mean that automatic detection of potential influential
errors needs to be improved. It can also mean that some analysts select
records for editing that are not influential or suspicious, or ignore enterprises
on the PIE list that are influential and suspicious. The 4-digit code for
suspiciousness shows that of the 38 enterprises on the PIE list, 28 enterprises



2.6 Summing up and topics for further research 42

Table 2.5. Results for edited enterprises in ’car trade and wholesale trade’, for the fourth quarter of 2010.

Error type On PIE list Not on PIE list Total

Erroneous size class 2 2 4

Erroneous NACE code 0 0 0

Over coverage 0 1 1

Erroneous turnover value 13 23 36(1)

Linkage error 1 5 6

Unknown error type 0 0 0

No error 7 22 29(2)

Total 23 53 76

(1) 18 of them in survey data and 18 in tax declaration data

(2) 9 of them in survey data and 20 in tax declaration data

have a suspicious turnover level, 7 enterprises have a suspicious turnover
growth and 3 enterprises have both.

Table 2.5 shows that six of the edited enterprises contain linkage errors.
Several editors indicated that it was difficult to detect linkage errors by means
of the available information. That is, there might be more linkage errors in
records that were selected for editing. Most of the enterprises where linkage
errors are detected are not on the PIE list. We have to adjust parameters
and strata for the score functions in paragraph 2.4.4.3 in order to detect more
linkage errors.

Based on the comments that editors made we conclude that they were not
always sure that data were correct, but they did not correct data in these
cases. So the actual number of errors in the edited records might be larger.
Furthermore, we discovered an implementation error in the computation of
our suspicion scores in the production system: imputed values were wrongly
not included in the PIE list. In practice, imputed values were often edited.
The effectiveness of the score function as given in Table 2.5 is therefore
probably underestimated.

2.6 Summing up and topics for further re-
search

Statistical and public agencies face the challenge to obtain plausible pop-
ulation estimates from combined data sources with different units. In this
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paper we focused on economic data in which different unit types are used.
The objective was to describe a strategy for detecting and correcting errors
in the linkage and relations between units of integrated data. We used a case
study concerning the estimation of quarterly and yearly turnover levels and
growth rates, based on VAT declarations and survey data.

Potential influential errors have to detected, which can be due to errors in the
relations between unit types in the GBR, from which the population frame is
derived, and due to errors in linkage of data sets to the population frame. As
a first result, a classification of relation and linkage errors is proposed based
on our case study. We believe that the classification will also be useful for
other National Statistical Institutes. We focused on errors in the relations
between units, because we expect them to occur most in our case study. For
the situation where errors in the linkage of a data set to a frame are likely to
occur, the proposed classification can easily be extended using the categories:
wrong positive linkage leading to over coverage, erroneous link, a missing link
leading to under coverage and a missed link.

A second result from our study is that we split the detection of potential
errors and their correction into different phases of the production process.
We do so in order to find errors as early in the production process as possible
although mainly errors leading to under coverage may be found in the first
two phases. The use of different editing phases may also be interesting for any
situation in which data are re-used. In the first phase we try to correct errors
in the GBR as soon as possible, which is important as different statistics
may use this GBR to derive a survey or population frame. The second
phase focuses on VAT and survey data just after linkage. At SN, these data
are stored in a central place, where it is made available for re-use by other
statistics e.g. by international trade statistics. So also statistics that re-use
data may profit from the data correction that has already been done.

Within each phase, we have some method that supports selective editing: we
try to sort the errors according to their potential impact on the outcomes.
In phase 1 and 2 we sort the units by turnover. In phase 3 we use a score
function to detect potential influential errors.

In the first two phases we only deal with errors in the relations between
units. In the third phase however, all kinds of errors may have occurred so we
would like to be able to distinguish between them. We have developed several
aids for the detection of a linkage error, such as a visualisation of seasonal
patterns of turnover for VAT units related to an enterprise with a suspicious
turnover. However, we believe that there is still a need to improve on this
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aspect. The strategy to distinguish linkage from other errors needs to be
specified explicitly and should be automatized if possible. For instance, we
can automatize the determination of the stability of the relation between the
VAT units and the enterprise. Additional indicators should be developed to
determine the type of linkage error.

In terms of correcting the errors: in the case of economic statistics, so far, we
need profilers to do this. Larger companies can have all kinds of construc-
tions with underlying legal units and VAT units. Especially international
companies may be very complicated and they may also be rather dynamic
in terms of their underlying (base) units. In case of the smaller companies
it may be useful to automatically collect internet information on name &
activities. That may help to correct errors in the NACE code, for example.

In addition to the issues mentioned above, we came across several topics
for future research. Additional VAT units may be linked using ”loosened”
matching rules as to increase the number of linked units. So far, tax and
survey data are linked to the population frame using exact matching. Still,
not all VAT-observations can be linked to the corresponding population frame
which is partly due to time delays in the formation of the GBR. We found
that we can link additional units by using just the fiscal base number, which
is the core of the VAT identification number. Errors may occur more often
when loosened linkage rules are used.

The efficiency of score functions might be improved. This can be done by
optimizing the strata and parameters used to detect enterprises with a sus-
picious turnover. Another possible way to improve the efficiency of score
functions is incorporate the effect of the number of working persons per en-
terprise on the turnover.
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3.1 Problem description, illustrated with prac-
tical examples

Statistical matching techniques (D’Orazio et al., 2006b) combine information
available in distinct data sources referred to the same target population.
The two datasets, A and B, are assumed to contain data collected in two
independent sample surveys and such that:

1. the two samples contain distinct units (the sets of units observed in A
and B do not overlap);

2. the two samples contain information on some variables X (common
variables), while other variables are observed distinctly in one of the
two samples, say, Y in A and Z in B.

In statistical matching, the key problem is the relationship among the vari-
ables Y and Z, given that they are never jointly observed in the data sets
at hand. Analysts have always questioned if it was possible to either create
synthetic records containing information on (X, Y, Z ), as in Okner (1972),
or through inference on model parameters describing the joint behaviour of
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the variables, as correlation coefficients (Kadane, 1978, Rubin, 1986, Mo-
riarity and Scheuren, 2001, 2003, Raessler, 2002), conditional probabilities
(Renssen, 1998, D’Orazio et al., 2006a), and so on.

The model is not identifiable given the available data, unless some untestable
models are assumed, as conditional independence between Y and Z given X.
Most of the literature on this topic is based on the conditional independence
assumption. A more truthful study would limit inference on “how unidenti-
fiable” is the model: this problem leads to the analysis of “uncertainty”, as
suggested by Raessler (2002} and D’Orazio et al. (2006b).

In this context, an inferential problem on (X,Y,Z ) does not end up with
a punctual estimate for the target quantities (function of the variable of
interests), but, broadly speaking, consists of an interval that encloses all the
possible values coherent with the observed information (e.g. an interval for
a correlation coefficient of the variables ”household expenditures” observed
in a survey and ”household consumption” observed in a second survey).

We remark that this interval is different from the inference based on con-
fidence intervals, in the latter the uncertainty taken into account is due to
sampling variability, in this case the uncertainty is due to the lack of infor-
mation that implies model unindentifiability (Manski, 1995).

The computation of an interval instead of a single punctual value is inher-
ently related to the absence of joint information on the variables observed dis-
tinctly in the two sample surveys. Papers in this context provide algorithms
to build those intervals both in case of Gaussian distributions (Moriarity
and Scheuren, 2001, Raessler, 2002, Kiesl and Raessler, 2008) and of multi-
nomial distributions (D’Orazio, 2006a), however they refer to independent
and identically distributed (iid) samples. In National Statistical Institutes
(NSIs), survey data to be integrated generally refer to samples selected from
the same finite population through a complex sampling design. There are
not many studies concerning this issue (Rubin, 1986, Renssen, 1998), and
they are not directly related to the analysis of ”uncertainty”.

Our aim is

1. to enclose the statistical matching procedures dealing with survey data
drawn from finite populations in a unique framework that facilitates
their comparison;

2. to study “uncertainty” in statistical matching in the framework of com-
plex sampling designs;
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3. to compare the different procedures in terms of their efficiency.

The continuous case, when the variables of interest are assumed to be nor-
mally distributed, has already been addressed in many papers and summa-
rized in the ESSnet-ISAD WP1 document. In the sequel we will consider
only categorical variables.

Practical examples are those related to the statistical matching applications
considered in Istat so far:

• Joint use of FADN and FSS (Torelli et al.. 2008, Ballin et al.. 2009):
in this case, the objective was to have joint tables on the economic
variables (available on FADN) and structural variables (available on
FSS) of the farms given some common characteristics (as the farm size,
cattle characteristics, and so on).

• Joint use of Labour Force and Time use surveys (Gazzelloni et al..
2007), where the time dedicated to daily work and to study its level of
”fragmentation” (number of intervals/interruptions), flexibility (exact
start and end of working hours) and intra-relations with the other life
times (available on TUS) are studied together with the vastness of the
information gathered in LFS on the aspects of the Italian participation
in the labour market: professional condition, economic activity sector,
type of working hours, job duration, profession carried out, etc.

• Joint use of the Survey of household income and wealth together with
the household budget survey (Coli et al., 2006), in order to have joint
information on household expenditures and income given the socio-
economic characteristics of the households.

All these samples are drawn according to complex survey designs.

3.2 Description of the available methods

When samples are drawn according to complex survey designs Rubin (1986)
and Renssen (1998) are the two main references for statistical matching.
A third approach given in Wu (2004), although not explicitly designed for
statistical matching, can be used also in this context. In order to assess the
uncertainty of statistical matching, it is enough to illustrate these approaches
under the assumption of conditional independence of Y and Z given X.

Before showing the various approaches it is worth introducing some notations.
Let U be the finite population of size N. Let us consider the random sample
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A selected from U with the sampling design p(A) consisting of nA sample
units and the random sample B selected from U with the sampling design
p(B) consisting of nB sample units. Let dA,a=1/πA,a be the direct weight
associated to each sample unit in A, and dB,b=1/πB,b be the corresponding
direct weight for the units in B. The variables (X,Y ) are observed in A while
(X,Z ) are observed in B.

3.3 Statistical matching with data from com-
plex survey sampling

In literature it is possible to identify three statistical matching approaches
when the data sources derive from complex sample surveys carried out on
the same population:

a) Renssen’s calibrations based approach (Renssen, 1998)

b) Rubin’s file concatenation (Rubin, 1986)

c) Wu’s approach based on empirical likelihood methods (2004)

The first two approaches can be considered as traditional ones while the latter
is relatively new. Details concerning these methods are reported in Section
2.2 (”State of the art on statistical methodologies for data integration”) of
the Report of WP1.

The suggestion to use the pseudo empirical likelihood (PEL) to combine data
from two sample surveys appeared in Wu (2004). This paper does not refer
explicitly to SM but it nevertheless can be applied to such purpose. Two
different approaches can be identified in the Wu (2004), the separate and the
combined PEL.

3.3.1 Introduction to pseudo empirical likelihood

The finite population U (y1, y2, . . . , yN) is viewed as an i.i.d. sample from
a superpopulation and the population log empirical likelihood is (Chen and
Sitter, 1999)

lU (p) =
∑
k∈U

log (pk)

where k is an indicator of population units, each one drawn with probability
pk = P (y = yk).
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Given a generic probabilistic sample s selected from U, the Horvitz-Thomp-
son estimator of lU (p) is

lHT (p) =
∑
k∈s

1

πk
log (pk)

with πk the usual inclusion probability of unit k : πk = P (k ∈ s). Wu and
Rao (2006) suggest a modified version called pseudo empirical log-likelihood
(PELL):

lns (p) = n
∑
k∈s

d̃k (s) log (pk) d̃k (s) = dk

/∑
k∈s

dk dk = 1/πk

which takes into account the design effect when dealing with general unequal
probability sampling without replacement.

In absence of auxiliary information, maximizing lns (p) subject to the follow-
ing constraints

1)pk > 0, k ∈ s 2)
∑
k∈s

pk = 1

gives p̂k = d̃k (s) and the maximum pseudo empirical likelihood (MPEL)
estimator of Ȳ is the so called Hajek estimator ˆ̄YH =

∑
k∈s d̃k (s) yk. This

latter estimator is less efficient than the Horvitz-Thompson estimator.

In presence of auxiliary information X, a more efficient MPEL estimator of
Ȳ is obtained by maximizing lns (p) subject to:

1)pk > 0, k ∈ s 2)
∑
k∈s

pk = 1 3)
∑
k∈s

pkxk = X̄

Now pk can be estimated using the Lagrange multiplier method, obtaining

p̂k =
d̃k (s)

1− λ′
(
xk − X̄

) ;

where λ is the solution of

g (λ) =
∑
k∈s

dk (s)
(
xk − X̄

)
1 + λ′

(
xk − X̄

) = 0.

It is worth noting that the new optimization problem is very similar to a cal-
ibration one. The only difference among the two methods consists in the
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way of deriving the final weights. Wu suggests various methods to esti-
mate the new weights (Wu, 2005). The advantage of PEL when compared
to calibration, is that it produces only positive weights (constraint (1) in
the maximization problem) while calibration may produce negative weights
(e.g. in the case of linear calibration). Wu (2004) states: ”GREG and EL
are asymptotically equivalent but the latter has clear maximum likelihood
interpretation and the resulting weights are always positive”.

From the practical viewpoint the PEL have some further advantages. It is de-
veloped to deal with continuous X variables but it can handle also categorical
variables (the dummy variables have to be considered). On the other hand,
the calibration approach may fail when dealing with continuous variables or
in presence of mixed type variables, in particular when the joint distribution
of the X variables has to be considered: e.g. when dealing with a continuous
and a categorical variable the joint distribution of the two variables can be
maintained by calibrating with respect to the totals of the continuous vari-
able computed in each category of the other variable, when dealing with two
continuous variables their association is maintained if it is possible to include
in the calibration their crossproduct.

Unfortunately, the theory underlying the PEL has to be modified to deal
with stratified sampling when the allocation is not proportional (for more
details see Wu, 2004; Wu and Rao, 2006). This is necessary in the general
case of arbitrary sampling design within each stratum.

3.4 The EL to combine information from mul-
tiple surveys

Let us consider the simplest case of two sets of data sets A and B :

{(ya, xa, da) , a ∈ A} {(zb, xb, db) , b ∈ B}

Resulting from a complex probabilistic not stratified sampling from the same
target population U. The separate approach consists in keeping the two sam-
ples separate. More precisely, two separate estimation problems are consid-
ered:

Problem 1)

Maximize l (p) =
∑

a∈A
1

πA,a
log (pa) , pa = P (y = ya)

Subject to: 1) pa > 0, a ∈ A; 2)
∑

a∈A pa = 1; 3)
∑

a∈A paxa = x̄.
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Problem 2)

Maximize l (q) =
∑

b∈B
1

πB,b
log (qb) , qb = P (z = zb)

Subject to: 1) qb > 0, b ∈ B; 2)
∑

b∈B qb = 1; 3)
∑

b∈B qbxb = x̄.

x̄ can be known from external sources or can be estimated combining (lin-
early) x̄A and x̄B derived separately from the two surveys:

x̄pool = δx̄A + (1− δ) x̄B, 0 ≤ δ ≤ 1

The linear combination requires some choices concerning the importance,
δ, of the estimate derived from A. Importance can be defined according to
the quality of the estimates obtained from the two samples, for instance as
a function of the mean square errors of x̄A and x̄B. A rule of thumb can be
given by δ =nA/(nA+nB).

The EL separate approach is very similar to the Renssen (1998) harmonisa-
tion phase based on calibration of the weights of the two surveys in order
to reproduce x̄; in PEL approach calibration is substituted by alternative
iterative algorithms.

As far as estimation is concerned, the Renssen’s approach after the harmo-
nization phase allows to estimate the parameter involving Y and Z or Y, Z
and X under the Conditional Independence Assumption1. In particular, the
parameters θY |X can be estimated on A by using final calibrated weights;
θZ|X is estimated on B by considering its final calibrated weights and θX can
estimated either on A or on B (the same result comes out when using the
final calibrated weights). It is straightforward to apply the same approach
after harmonization based on the separate PEL.

The combined EL approach introduces a unique estimation problem:

Maximize

l (p, q) =
∑
a∈A

1

πA,a
log (pa) +

∑
b∈B

1

πB,b
log (qb)

Subject to the following constraints:

1Note that Renssen suggests also two ways to overcome uncertainty by introducing
additional information, in terms of an additional complete third file with joint (X,Y,Z)
observations. These approaches do not use the conditional independence assumption, but
they are out of scope in the context of uncertainty where external information is assumed
to be not available.
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pa > 0, a ∈ A; qb > 0, b ∈ B

∑
a∈A

pa = 1,
∑
b∈B

qb = 1

∑
a∈A

paxa =
∑
b∈B

qbxb

With respect to the separate case, a new EL is considered, and a new con-
straint (the last one) is added to the problem. This new constraint allows
harmonizing the final sample to reproduce the same value of x̄ without the
need of knowing or estimating it.

3.5 Comparison among the approaches

The PEL approach to SM has been compared with the Renssen’s one and
with Rubin’s file concatenation in a simulation study by D’Orazio et al.
(2010). The simulation study is limited to the case of categorical variables:
the objective is that of comparing the methods when estimating the relative
frequencies involved in the Conditional Independence Assumption:

P (x, y, z) = P (y |x)× P (z |x)× P (x)

being P (x = i) = (1/N)
∑

k∈U I (xk = i) = Ni/N .

The finite population U used in this study consists of an artificial population
of N = 5000 individuals with age greater than 15 years and being occupied
in a dependent position. The following variables are considered:

• Geographical Area (grouped respectively in 3 or 5 categories);

• Gender (X1) (1=’M’, 2=’F’);

• Classes of Age (X2) (3 classes: ’16–22’, ’23–44’, ’45 and more’);

• Education Level (Y ) (4 categories: 1=’No title or elementary school’,
2=’compulsory school’, 3=’Secondary school’, 4=’university degree or
higher’);

• Professional Status (Z ) (3 categories: 1=’worker’, 2=’employee’, 3=’ma-
nager’).
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In each simulation run two random samples, A and B, are selected from U.
The samples are selected using a stratified random sampling with propor-
tional allocation; the stratification is based on the Geographical Area: three
strata (‘North’, ‘Center’ and ‘South and Islands’) are considered when se-
lecting the sample A, while the strata are five (‘NorthWest’, ‘North East’,
‘Center’, ‘South’ and ‘Islands’) when selecting B. As far as the sampling
fractions are concerned, three combinations are considered:

(a) fA = 0.10 (nA = 500) and fB = 0.06 (nB = 300);

(b) fA = fB = 0.10 (nA = nB = 500);

(c) fA = 0.06 (nA = 300) and fB = 0.10 (nB = 500).

In sample A the variable Z is removed, in sample B the Y variable is re-
moved. The whole process is repeated 10,000 times for each combination of
the sampling fractions.

Table 3.1. Average of absolute distance (total variation distance x 100) among estimated and true (pop-
ulation) relative frequencies in case (a)

P (x) P (x, y) P (y |x ) P (x, z) P (z |x )

Rubin’s file concatenation 2.617663 6.130204 5.494019 6.667832 5.494019

Renssen’s calibration 2.617715 6.130005 5.493756 6.667069 5.493756

Wu separate 2.617715 6.130005 5.493756 6.667069 5.493756

Wu combined 2.795445 6.219056 5.493756 6.852094 5.493756

Table 3.2. Average of absolute distance (total variation distance x 100) among estimated and true (pop-
ulation) relative frequencies in case (b)

P (x) P (x, y) P (y |x ) P (x, z) P (z |x )

Rubin’s file concatenation 2.318032 5.993903 5.482598 5.218500 5.482598

Renssen’s calibration 2.318045 5.994167 5.482812 5.218904 5.482812

Wu separate 2.318045 5.994167 5.482812 5.218904 5.482812

Wu combined 2.499612 6.069208 5.482812 5.307666 5.482812

Tables 3.1, 3.2 and 3.3 report the averages, over the whole set of simulations,
of the absolute distance (total variation distance) among the estimated and
the true population relative frequencies (Nc/N) computed using:

d̄
(
P̂c, Pc

)
=

1

10000

10000∑
t=1

[
1

2

C∑
c=1

∣∣∣P̂c,t − Pc∣∣∣] ,
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Table 3.3. Average of absolute distance (total variation distance x 100) among estimated and true (pop-
ulation) relative frequencies in case (c)

P (x) P (x, y) P (y |x ) P (x, z) P (z |x )

Rubin’s file concatenation 2.621003 7.746804 7.264135 5.382213 7.264135

Renssen’s calibration 2.620999 7.747073 7.264329 5.382442 7.264329

Wu separate 2.620999 7.747073 7.264329 5.382442 7.264329

Wu combined 3.037953 7.894812 7.264329 5.487439 7.264329

being P̂c,t the estimate of Pc = Nc/N at the tth simulation run.

By looking at the simulation results, it appears that the methods here con-
sidered provide quite close results. Renssen’s approach and Wu separate
provide the same results, an expected result given that GREG and EL are
asymptotically equivalent. When estimating the marginal distribution of the
X variables, file concatenation is slightly better than the other ones, but
the differences with Renssen approach and Wu separate are really negligible.
Note that the Wu combined approach gives always the worst results.

As far as the joint or the conditional distributions are concerned, there are
not manifest patterns in the results.

Given that all the methods provide estimates for P (x),P (y |x) and P (z |x),
the various approaches have been compared in terms of width uncertainty
bounds for the cell probabilities of the table P (y, z). In particular, using the
(Fréchet class) it is possible to estimate the lower and the upper bounds for
the cells in the table P (y, z) through the following expressions:

P̂
(low)
kl =

∑
i,j

{
P̂ (x1 = i, x2 = j) × max

[
0; P̂ (y = k |x1 = i, x2 = j ) + P̂ (z = l |x1 = i, x2 = j )− 1

]}

P̂
(up)
kl =

∑
i,j

{
P̂ (x1 = i, x2 = j) × min

[
P̂ (y = k |x1 = i, x2 = j ) ; P̂ (z = l |x1 = i, x2 = j )

]}
The following tables show the average estimate lower and upper bounds for
each cell in the various cases.
Tables 3.10, 3.11 and 3.12 show summary results related to the average width
of the intervals built using the estimates of P (x),P (y |x) and P (z |x) ob-
tained under the various approaches:

R̄c =
1

10000

10000∑
t=1

(
P̂

(up)
c,t − P̂

(low)
c,t

)
.



3.5 Comparison among the approaches 55

Table 3.4. Average lower bounds of the uncertainty intervals for the cells in table of Y vs. Z in case (a)

Education Professional Rel freq. in Est. bound with Rubin’s Renssen Wu Wu
Level (Y ) Status (Z) population pop. Rel freq File conc. calibration separate combined

1 1 0.0484 0 0.000058 0.000058 0.000058 0.000057
2 1 0.2806 0.010800 0.017578 0.017570 0.017570 0.017562
3 1 0.1536 0.040600 0.043473 0.043533 0.043533 0.043527
4 1 0.0074 0 0 0 0 0
1 2 0.0024 0 0 0 0 0
2 2 0.0536 0 0.000788 0.000789 0.000789 0.000782
3 2 0.2810 0.0148 0.021480 0.021509 0.021509 0.021507
4 2 0.0872 0 0.000002 0.000002 0.000002 0.000002
1 3 0 0 0 0 0 0
2 3 0.0060 0 0.000015 0.000015 0.000015 0.000014
3 3 0.0412 0 0.000054 0.000054 0.000054 0.000053
4 3 0.0386 0 0 0 0 0

Average 1.0000

Table 3.5. Average upper bounds of the uncertainty intervals for the cells in table of Y vs. Z in case (a)

Education Professional Rel freq. in Est. bound with Rubin’s Renssen Wu Wu
Level (Y ) Status (Z) population pop. Rel freq File conc. calibration separate combined

1 1 0.0484 0.050800 0.050900 0.050867 0.050867 0.050869
2 1 0.2806 0.340200 0.338042 0.338009 0.338009 0.338007
3 1 0.1536 0.434400 0.427320 0.427347 0.427347 0.427355
4 1 0.0074 0.133200 0.133076 0.133091 0.133091 0.133090
1 2 0.0024 0.050800 0.050839 0.050806 0.050806 0.050809
2 2 0.0536 0.312600 0.305489 0.305486 0.305486 0.305489
3 2 0.2810 0.405000 0.393846 0.393867 0.393867 0.393881
4 2 0.0872 0.133200 0.133098 0.133112 0.133112 0.133112
1 3 0 0.048200 0.043179 0.043140 0.043140 0.043140
2 3 0.0060 0.085800 0.085791 0.085719 0.085719 0.085721
3 3 0.0412 0.085800 0.085835 0.085763 0.085763 0.085764
4 3 0.0386 0.076200 0.073677 0.073653 0.073653 0.073652

Average 1.0000

Table 3.6. Average lower bounds of the uncertainty intervals for the cells in table of Y vs. Z in case (b)

Education Professional Rel freq. in Est. bound with Rubin’s Renssen Wu Wu
Level (Y ) Status (Z) population pop. Rel freq File conc. calibration separate combined

1 1 0.0484 0 0.000030 0.000030 0.000030 0.000030
2 1 0.2806 0.010800 0.015877 0.015894 0.015894 0.015892
3 1 0.1536 0.040600 0.042597 0.042546 0.042546 0.042539
4 1 0.0074 0 0 0 0 0
1 2 0.0024 0 0 0 0 0
2 2 0.0536 0 0.000397 0.000396 0.000396 0.000396
3 2 0.2810 0.014800 0.020028 0.020005 0.020005 0.020006
4 2 0.0872 0 0 0 0 0
1 3 0 0 0 0 0 0
2 3 0.0060 0 0.000005 0.000005 0.000005 0.000005
3 3 0.0412 0 0.000031 0.000031 0.000031 0.000031
4 3 0.0386 0 0 0 0 0

Average 1.0000

Tables 3.10-3.12 show that the average width of the cell proportions com-
puted by considering the estimates of the Fréchet bounds remains essentially
the same under the various approaches. In general, there is not an approach
that outperforms the other ones. File concatenation seems to provide slightly
better results than Renssen and Wu separate approaches. Wu combined ap-
proach tends to perform slightly worst than the other ones.
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Table 3.7. Average upper bounds of the uncertainty intervals for the cells in table of Y vs. Z in case (b)

Education Professional Rel freq. in Est. bound with Rubin’s Renssen Wu Wu
Level (Y ) Status (Z) population pop. Rel freq File conc. calibration separate combined

1 1 0.0484 0.050800 0.050828 0.050863 0.050863 0.050870
2 1 0.2806 0.340200 0.338501 0.338531 0.338531 0.338530
3 1 0.1536 0.434400 0.429847 0.429819 0.429819 0.429811
4 1 0.0074 0.133200 0.133083 0.133074 0.133074 0.133076
1 2 0.0024 0.050800 0.050795 0.050829 0.050829 0.050837
2 2 0.0536 0.312600 0.307095 0.307086 0.307086 0.307088
3 2 0.2810 0.405000 0.396211 0.396185 0.396185 0.396192
4 2 0.0872 0.133200 0.133087 0.133078 0.133078 0.133080
1 3 0 0.048200 0.044193 0.044227 0.044227 0.044230
2 3 0.0060 0.085800 0.085671 0.085712 0.085712 0.085707
3 3 0.0412 0.085800 0.085697 0.085738 0.085738 0.085733
4 3 0.0386 0.076200 0.074583 0.074595 0.074595 0.074591

Average 1.0000

Table 3.8. Average lower bounds of the uncertainty intervals for the cells in table of Y vs. Z in case (c)

Education Professional Rel freq. in Est. bound with Rubin’s Renssen Wu Wu
Level (Y ) Status (Z) population pop. Rel freq File conc. calibration separate combined

1 1 0.0484 0 0.000049 0.000049 0.000049 0.000048
2 1 0.2806 0.010800 0.017456 0.017473 0.017473 0.017455
3 1 0.1536 0.040600 0.043622 0.043576 0.043576 0.043577
4 1 0.0074 0 0 0 0 0
1 2 0.0024 0 0 0 0 0
2 2 0.0536 0 0.000787 0.000787 0.000787 0.000772
3 2 0.2810 0.014800 0.021971 0.021964 0.021964 0.021928
4 2 0.0872 0 0.000001 0.000001 0.000001 0.000001
1 3 0 0 0 0 0 0
2 3 0.0060 0 0.000017 0.000017 0.000017 0.000016
3 3 0.0412 0 0.000059 0.000059 0.000059 0.000058
4 3 0.0386 0 0 0 0 0

Average 1.0000

Table 3.9. Average upper bounds of the uncertainty intervals for the cells in table of Y vs. Z in case (c)

Education Professional Rel freq. in Est. bound with Rubin’s Renssen Wu Wu
Level (Y ) Status (Z) population pop. Rel freq File conc. calibration separate combined

1 1 0.0484 0.050800 0.050656 0.050686 0.050686 0.050674
2 1 0.2806 0.340200 0.338074 0.338106 0.338106 0.338138
3 1 0.1536 0.434400 0.427483 0.427446 0.427446 0.427495
4 1 0.0074 0.133200 0.132868 0.132848 0.132848 0.132845
1 2 0.0024 0.050800 0.050603 0.050633 0.050633 0.050622
2 2 0.0536 0.312600 0.305526 0.305528 0.305528 0.305556
3 2 0.2810 0.405000 0.393997 0.393992 0.393992 0.393997
4 2 0.0872 0.133200 0.132882 0.132862 0.132862 0.132858
1 3 0 0.048200 0.042914 0.042940 0.042940 0.042939
2 3 0.0060 0.085800 0.085609 0.085632 0.085632 0.085627
3 3 0.0412 0.085800 0.085657 0.085680 0.085680 0.085675
4 3 0.0386 0.076200 0.073646 0.073650 0.073650 0.073648

Average 1.0000

3.6 Comments

Though from the point of view of results there are not great differences,
it is worth spending a few words on the practical aspects concerning the
application of the various methods.

The file concatenation approach appears very simple: the samples are con-
catenated and estimation is carried out on a unique file. Unfortunately in
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Table 3.10. Average width of the uncertainty intervals for the cells in table of Y vs. Z in case (a).

Education Professional Rel freq. in Rubin’s Renssen Wu Wu
Level (Y ) Status (Z) population File conc. calibration separate combined

1 1 0.0484 0.050842 0.050809 0.050809 0.050812
2 1 0.2806 0.320464 0.320439 0.320439 0.320445
3 1 0.1536 0.383846 0.383815 0.383815 0.383827
4 1 0.0074 0.133076 0.133091 0.133091 0.133090
1 2 0.0024 0.050839 0.050806 0.050806 0.050809
2 2 0.0536 0.304700 0.304697 0.304697 0.304707
3 2 0.2810 0.372366 0.372359 0.372359 0.372375
4 2 0.0872 0.133096 0.133110 0.133110 0.133110
1 3 0 0.043179 0.043140 0.043140 0.043140
2 3 0.0060 0.085776 0.085704 0.085704 0.085707
3 3 0.0412 0.085780 0.085709 0.085709 0.085711
4 3 0.0386 0.073677 0.073653 0.073653 0.073652

Average 1.0000 0.169804 0.169778 0.169778 0.169782

Table 3.11. Average width of the uncertainty intervals for the cells in table of Y vs. Z in case (b).

Education Professional Rel freq. in Rubin’s Renssen Wu Wu
Level (Y ) Status (Z) population File conc. calibration separate combined

1 1 0.0484 0.050798 0.050833 0.050833 0.050840
2 1 0.2806 0.322623 0.322637 0.322637 0.322638
3 1 0.1536 0.387250 0.387273 0.387273 0.387272
1 1 0.0074 0.133083 0.133074 0.133074 0.133076
2 2 0.0024 0.050795 0.050829 0.050829 0.050837
3 2 0.0536 0.306699 0.306690 0.306690 0.306692
1 2 0.2810 0.376183 0.376180 0.376180 0.376186
2 2 0.0872 0.133087 0.133078 0.133078 0.133080
3 3 0 0.044193 0.044227 0.044227 0.044230
1 3 0.0060 0.085666 0.085707 0.085707 0.085702
2 3 0.0412 0.085666 0.085707 0.085707 0.085702
3 3 0.0386 0.074583 0.074595 0.074595 0.074591

Average 1.0000 0.170886 0.170902 0.170902 0.170904

Table 3.12. Average width of the uncertainty intervals for the cells in table of Y vs. Z in case (c).

Education Professional Rel freq. in Rubin’s Renssen Wu Wu
Level (Y ) Status (Z) population File conc. calibration separate combined

1 1 0.0484 0.050607 0.050637 0.050637 0.050626
2 1 0.2806 0.320618 0.320633 0.320633 0.320683
3 1 0.1536 0.383861 0.383870 0.383870 0.383917
1 1 0.0074 0.132868 0.132848 0.132848 0.132845
2 2 0.0024 0.050603 0.050633 0.050633 0.050622
3 2 0.0536 0.304739 0.304741 0.304741 0.304784
1 2 0.2810 0.372025 0.372028 0.372028 0.372069
2 2 0.0872 0.132882 0.132861 0.132861 0.132858
3 3 0 0.042914 0.042940 0.042940 0.042939
1 3 0.0060 0.085592 0.085615 0.085615 0.085611
2 3 0.0412 0.085598 0.085621 0.085621 0.085617
3 3 0.0386 0.073646 0.073650 0.073650 0.073648

Average 1.0000 0.169663 0.169673 0.169673 0.169685

order to estimate the target quantities it is necessary to derive the new in-
clusion probability for each unit in the concatenated file. This task can be
quite difficult to be achieved. In particular, the estimation of the πk,A⋃B
requires knowledge of many kinds of information: (i) the sampling design
p (A) used to select A; (ii) the sampling design p (B) used to select B; (iii)
the A design variables in bith samples A and B; (iv) the B design variables
in both samples A and B.
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An approximate method to compute the πk,A⋃B is presented in Ballin et
al. (2008a) but it requires the further availability of the sampling frame
(assuming that both the samples have been selected from the same sampling
frame).

Estimation of the inclusion probabilities for the units in the concatenated file
permits a more accurate estimation of θX if compared to the other approaches
(Renssen and PEL). On the other hand, the concatenated file does not allow
for the direct estimation of θY |X or θZ|X . Methods to deal with missing
values have to be chosen for estimating these parameters.

Finally it has to be considered that computation of the concatenated weights
starts from the theoretic sample and unit nonresponse is not considered. In
common practice, unit nonresponse has to be expected and file concatenation
has to be performed by joining the respondents at two surveys carried out in
the same population. This aspect introduces an element of further complexity
into the problem and it is not clear how to handle unit nonresponse in this
framework.

The Renssen’s method allows to harmonize the marginal (joint) distributions
of the X variables in both the samples but it requires knowledge or estima-
tion of the totals of the X variables (when this information is not available
from external sources). After the calibration step, it allows the direct esti-
mation of θY |X on A and θZ|X on B. Unfortunately, the calibration of the
weights may not be successful. When dealing with too many variables it
may be difficult to find a system of calibrated weights that satisfies all the
constraints. This is likely to happen when dealing with continuous or mixed
type X variables. The simplest way to solve the problem consists in the
categorization of the continuous variables. This transformation introduces
a further non-objective factor (how many classes? How to decide the break
points? Etc. ). Moreover, when linear calibration is considered there is the
possibility of obtaining negative weights. This problem can be solved by
introducing a further constraint, the positiveness of calibrated weights, into
the optimization problem, but this may affect the successful solution of the
problem.

A very important feature of the approach suggested by Renssen is that it can
be applied also in the presence on unit nonresponse. In practice, it is possible
to apply the methods by considering just the respondents to survey A and the
respondents in survey B. This is important in practice, given that a certain
amount of unit nonresponse is always encountered in sample surveys.

The approaches suggested by Wu (2004), have some interesting features.
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As already mentioned, the separate approach is very similar to the calibra-
tion one. As for the calibration, the PEL approach consists in deriving new
weights for the units in A and for the units in B that satisfy some con-
straints concerning the totals of X variables; in other words the two samples
are harmonized in terms of the X variables. The PEL approach appears
more flexible if compared to calibration because it does not provide negative
weights and can be used in the presence of a mixed set of X variables. More-
over, when the totals of the X variables are unknown, the combined approach
avoids their estimation; this advantage unfortunately produces slightly worse
results when estimating the population parameters (as shown by the simu-
lation results). From the theoretical view point the PEL introduces a major
complexity, and the complexity increases in the presence of a stratified sam-
pling with allocation that is not proportional (a very common situation in
sample surveys). Moreover, the PEL approaches consider the theoretical
samples and unit nonresponse is not considered. This latter feature repre-
sents an important limitation to the application of these approaches to the set
of responding units at complex sample surveys (involving non-proportional
stratification and clustering) carried out in NSIs.



Chapter 4
Handling incompleteness after linkage
to a population frame: incoherence in
unit types, variables and periods

Arnout van Delden, Koert van Bemmel1

Summary: In this chapter we concentrate on methods for handling incom-
pleteness caused by differences in units, variables and periods of the observed
data set compared to the target one. Especially in economic statistics different
unit types are used in different data sets. For example, an enterprise (statis-
tical unit type) may be related to one or more units in the Value Added Tax
register. In addition those VAT units may declare turnover on a monthly,
quarterly or yearly basis. Also the definition of turnover may differ from the
targeted one. When tax data are linked to a population frame we may have
response for only a part of the VAT units underlying the enterprise. We give
an overview of different missingness patterns when VAT data are linked to
enterprises and formulate methods to harmonize and complete the data at
micro level.

Keywords: unit types, completion at micro level, harmonization

1Statistics Netherlands, PO Box 24500, 2490 HA The Hague, The Netherlands. E-
mail:adln@cbs.nl. Remark: The views expressed in this paper are those of the authors
and do not necessarily reflect the policies of Statistics Netherlands.
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4.1 Background

4.1.1 Introduction

There is a variety of economic data available that is either collected by statis-
tical or by public agencies. Combining those data at micro level is attractive,
as it offers the possibility to look at relations / correlations between variables
and to publish outcomes of variables classified according to small strata. Na-
tional statistical institutes (NSI’s) are interested to increase the use of ad-
ministrative data and to reduce the use of primary data because population
parameters can be estimated from nearly integral data and because primary
data collection is expensive.

The economic data sources collected by different agencies are usually based
on different unit types. These different unit types complicate the combination
of sources to produce economic statistics. Two papers, the current paper and
Van Delden and Hoogland (2011) deal with methodology that is related to
those different unit types. Both papers deal with a Dutch case study in which
we estimate quarterly and yearly turnover, where we use VAT data for the
less complicated companies2 and survey data for the more complicated ones.

Handling different unit types starts with the construction of a general busi-
ness register (GBR) that contains an enumeration of the different unit types
and their relations. From this GBR the population of statistical units that
is active during a certain period is derived, the population frame. This pop-
ulation frame also contains the relations of the statistical units with other
unit types, such as legal units. In the current paper we formulate a strategy
for detecting and correcting errors in the linkage and relations between units
of integrated data.

In the Dutch case study, after linkage, we handle differences in definitions of
variables and completion of the data. After both steps, population parame-
ters are computed. Both steps are treated in the current paper and resemble
micro integration steps as described by Bakker (2011). After the computa-
tion of population parameters, an additional step of detecting and correcting
errors is done as treated in the current paper.

In a next step, the yearly turnover data are combined at micro level (en-
terprise) with numerous survey variables collected for Structural Business
Statistics. The paper by Pannekoek (2011) describes algorithms to achieve

2In the current paper ’company’ is used as a general term rather than as a specific unit
type.
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numerical consistency at micro level between some core variables collected by
register data and variables collected by survey data. Examples of such core
variables in economic statistics are turnover, and wages. There are also other
European countries that estimate such a core variable, e.g. turnover, from
a combination of primary and secondary data. Total turnover and wage sums
are central to estimation of the gross domestic product, from the production
and the income side respectively.

Because the current paper and Van Delden and Hoogland (2011) share the
same background, the current section 4.1.1 and the sections 4.1.2 and 4.2 are
nearly the same in both papers.

4.1.2 Problem of unit types in economic statistics

The different unit types in different economic data sources complicate their
linkage and subsequent micro integration. When a company starts, it reg-
isters at the chamber of commerce (COC). This results in a so called ’legal
unit’. The government raises different types of taxes (value added tax, cor-
porate tax, income tax) from these ”companies”. Depending on the tax
legislation of the country, the corresponding tax units may be composed of
one or more legal units of the COC, and they may also differ for each type of
tax. Finally, Eurostat (EC, 1993) has defined different statistical unit types
(local kind of activity unit, enterprise, enterprise group) which are composed
of one or more legal units.

In the end, for each country, the set of unit types of companies may be
somewhat different. But generally speaking, for each country, the legal units
are the base units whereas tax and statistical units are composite units (see
Figure 4.1). In some countries, like France, there is one-to-one relationship
between legal units and tax units and tax units are one-to-one related to sta-
tistical units. In other countries, like the Netherlands, units that declare tax
may be groupings of legal units that belong to different enterprises (Vaasen
and Beuken, 2009). Likewise, in Germany, tax units may declare turnover
for a set of enterprises (Wagner, 2004). As a consequence, at least in the
Netherlands and Germany, for the more complex companies tax units may
be related to more than one enterprise. In other words, the tax and statis-
tical units are both composed of legal units, but their composition may be
different.
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Figure 4.1. Different unit types in economic statistics. Each cylinder represents a single unit; arrows
indicate the groupings of units.

4.1.3 General Business Register

NSI’s have a GBR that contains an enumeration of statistical units and the
underlying legal units. The GBR contains the starting and ending dates of
the statistical units, their size class (SC code) and their economic activity
(NACE code). In 2008, Eurostat has renewed its regulation on a business
register (Eurostat, 2008) in order to harmonise outcomes over different Euro-
pean countries. NSI’s also use a GBR to harmonise outcomes over different
economic statistics within an NSI. In addition, the Netherlands - and other
NSI’s, also added the relations between legal units and tax units to the GBR,
to be able to use tax office data for statistical purposes.

4.1.4 Problem description

The focus of the current paper is on incompleteness of the data at the level of
the statistical unit after linkage of register and survey data to a population
frame. This incompleteness can be due to the absence of source data (obser-
vations) or because the source data first need to be harmonised in order to
get estimated values for the statistical unit and for the intended reporting
period. We can also have partially missing information if for some but not all
administrative units belonging to the same statistical unit the target variable
is not (yet) available.

In the current paper we distinguish three main reasons for incompleteness:



4.1 Background 64

1. observations are lacking;

2. the unit types of the source data differs from the statistical unit type;

3. the definition of the source variable differs from the target variable.

Each of these three reasons is explained in detail in section 4.3.

The objective of the current paper is to describe methods for handling in-
completeness of a variable at the level of statistical units due to incoherencies
in unit types and in variable definitions of source compared to target data.

In this study we used the following starting points. Firstly, we do not aim
for perfect estimates for each single statistical unit but to have accurate es-
timates for publication cells. Secondly, we produce outcomes for different
customers where each customer wants different strata. The basic publication
cells from which all those strata can be constructed are rather small. We
therefore wanted a method that uses the observed data as much as possible.
Thirdly, the different customers have different moments at which they want
their output, varying form very early (25 days after the end of the publication
period) to very late (two years after the end of the publication year). We
wanted to have a single estimation method that could be used for each of the
releases. Finally, the method should be able to deal with all kinds of miss-
ingness patterns. We wanted a general approach that is also useful for NSI’s
with somewhat different missingness patterns. Given the third and fourth
starting point we chose to use imputation, rather than weighting. We think
that imputation provides flexibility to adjust the model to the corresponding
missingness pattern and to deal with different publication moments.

4.1.5 Outline of paper

The remainder of the paper is organised as follows. Section 4.2 describes
the Dutch case study. In section 4.3 we give a classification of missingness
patterns, followed in section 4.4 by methodology to handle each of the miss-
ingness patterns. In section 4.5 we give an example of an accuracy test for
some of the methods presented. Section 4.6 deals with special situations for
which we wanted to make the outcomes more robust. Finally, in section 4.7
we sum up and suggest issues for further research.
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4.2 Description of case study

4.2.1 Background: statistical output

In the current paper we deal with the estimation of Dutch quarterly and
yearly turnover levels and growth rates, based on VAT declarations and sur-
vey data. The work is part of a project called ”Direct estimation of Totals”.
Turnover is estimated for the target population which consists of the statis-
tical unit type the enterprise. Turnover output is stratified by NACE code
× size class. An overview of all processing steps from input to output data
can be found in Van Delden (2010).

The estimated quarterly figures are directly used for the short term statistics
(STS). Also, the quarterly and yearly turnover levels and growth rates are
input to the supply and use tables of the National Accounts, where macro in-
tegration is used to obtain consistent estimates with other parameters. Also,
results are used as input for other statistics like the production index (micro
data) and the consumption index (the estimates). Finally, yearly turnover is
integrated at micro level with survey data of the Structural Business Statis-
tics (SBS). Next, the combined data is used to detect and correct errors in
both the turnover data as well as in the other SBS variables. Yearly turnover
results per stratum are used as a weighting variable for SBS data.

In fact we deal with four coherent turnover estimates:

• net total turnover: total invoice concerning market sales of goods and
services supplied to third parties excluding VAT;

• gross total turnover: total invoice concerning market sales of goods and
services supplied to third parties including VAT;

• net domestic turnover: net turnover for the domestic market, according
to the first destination of the product;

• net non-domestic turnover: net turnover for the non-domestic market,
according to the first destination of the product.

More information on the turnover definition can be found in EC (2006). In
the remainder of the paper we limit ourselves to net total turnover further
referred to as turnover.

The quarterly and yearly figures are published in different releases, as shown
in Table 4.1. The quarterly releases vary from a very early estimate delivered
at 30-35 days after the end of the corresponding quarter to a final estimate
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for SBS publication delivered April year y+ 2 where y stands for the year in
which the target period falls.

Table 4.1. Overview of the releases of the case study

Release Period of Moment Explanation
estimation

Flash estimate Quarter 30–35 days Provisional estimate delivered for
after end of Quarterly Accounts, STS branches
target period with early estimates

Regular Quarter 60–70 days Revised provisional estimate for
estimate after end of Quarterly Accounts and for STS

target period

Final STS Year and April y+1, one The estimates of the four quarters are
estimate corresponding year after consistent with the yearly figure

4 quarters target year

Final SBS Year and April y+2, two The estimates of the four quarters are
estimate corresponding years after consistent with the yearly figure. The

4 quarters target year yearly figure is based on STS and
SBS turnover data

4.2.2 Target population and population frame

The statistical target population of a period consists of all enterprises that
are active during a period. This true population is unknown. We represent
this population by a frame which is derived from the GBR. Errors in this
representation are referred to as frame errors. Each enterprise has an actual
and a coordinated value for the SC and NACE code. The coordinated value
is updated only once a year, at the first of January and is used to obtain
consistent figures across economic statistics. In the remainder of the paper
we always refer to the coordinated values of SC and NACE code unless stated
otherwise.

The population frame is derived as follows. First, each month, we make
a view of the GBR that represents the population of enterprises that are
active at the first day of the month; in short: the population state. This
population state also contains the legal units, tax units and the ’enterprise
groups’-units that are related to the enterprise population at the first day of
the month. Next, the population frame for a period is given by the union of
the relevant population states. For example, the frame for the first quarter of
a year consists of the union of the population states on 1 January, 1 February,
1 March and 1 April.
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For the case study, the frame contains four unit types: the legal unit (base
unit), the enterprise (composite unit) and two tax units namely the base tax
unit and the VAT unit. In the Netherlands each legal unit (that has to pay
tax) corresponds one-to-one to a base tax unit. For the VAT, base tax units
may be grouped into a VAT unit (composite unit). So this is an extension of
the more general situation of Figure 4.1. A more extensive description can
be found in Van Delden and Hoogland (2011).

As explained in Vaasen and Beuken (2009), in the case of smaller companies
each VAT unit is related to one enterprise and each enterprise may consist
of one or more VAT units. For the more complicated companies, referred to
as topX units, a VAT unit may be related to more than one enterprise.

4.2.3 Data

In the case study we use two types of source data. We use VAT data for the
non-topX enterprises. For the topX enterprises we use primary data because
VAT units may be related to more than one enterprise. This approach is
quite common, also at other NSI’s in Europe (e.g. Fisher and Oertel, 2009;
Koskinen, 2007; Norberg, 2005; Orjala, 2008; Seljak, 2007). For the non
topX units, we only use observations of VAT units that are related to the
target population of enterprises.

Concerning the VAT, a unit declares the value of sales of goods and services,
divided into different sales types. The different sales types are added up to
the total sales value, which we refer to as turnover according to the VAT
declaration.

In the current paper we use VAT and survey data for 2008 and 2009 and
the first two quarters of 2010. Data are stratified according to NACE 2008
classification.

4.3 Classification of missingness patterns

4.3.1 Introduction

We classify the missingness patterns along three main reasons for missingness:

• observations are lacking;

• the unit types of the source data differs from the statistical unit type;

• the definition of the source variable differs from the target variable.
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These three main reasons are further subdivided in section 4.3.2-4.3.4. Al-
though this classification is derived from the Dutch case study, we believe
that the three main reasons of missingness also apply to other situations
(variables and NSI’s).

Note that we structure patterns not units: we do not make a classification
where each unit with a pattern only falls into one class. In practice, units can
have two missingness patterns simultaneously. For example: a different unit
structure can coincide with a different variable meaning. The imputation
method handles the missingness patterns in a certain order, as explained in
section 4.4.6.

4.3.2 Missingness due to lack of observations

4.3.2.1 Classification

We distinguish four kinds of missingness due to lack of observations:

(1a) Units in the population frame that did not respond (yet) but that have
responded in the past.

For the quarterly data, a flash estimate is made and used in National Ac-
counts. This flash estimate is delivered at about 30 days after the end of the
period, see Table 4.1 of section 4.2.1. The processing time is currently around
five days, so we can use data that are delivered to the tax office up to 25 days
after the end of the period. At that moment 40-50% of the expected VAT
units have not (yet) responded. Many of them have historical observations.
Some will respond later, others are ended.

(1b) Units in the population frame with a structural lack of observations

Some structural non responding VAT units have dispensation from the tax
office, because they are very small or because their activities require no tax
obligations. Others may evade tax or they may be wrongly present in the
frame. Also sample survey units may be structurally non respondent.

(1c) Units in the population frame that did not respond (yet) and that are
new in the population frame

(1d) Units that do belong to the conceptual population but are wrongly not
present in the population frame

Under coverage in the population frame is not solved by imputation but by
the correction of linkages or relations between units, as explained in Van
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Delden and Hoogland (2011).

4.3.2.2 Quantification

To quantify the occurrence of the different patterns of missingness, we counted
the number of VAT-units with a tax declaration and their corresponding
turnover after linkage to the population frame over Q4 2009 and Q1 2010,
for NACE-code I: ”Accommodation and food service activities”. For both
quarters we made two estimates: an early one and a late one (see Table 4.2)
in which we ”simulated” the releases as shown in Table 4.1. For units with
historical turnover (missingness class 1a) we used units that had at least one
declaration since January 2008. The results are shown in Table 4.3-Table
4.6).

Table 4.3 shows that 24494 VAT units have responded at the flash estimate
for Q4 2009, compared to 46059 VAT units at the final estimate, correspond-
ing to 4.26 and 7.42 milliard Euros respectively. When we only count the
turnover of those enterprises where all related VAT units have responded
for the full three months at the flash estimate of Q4 2009 (see complete
declarations in Table 4.3) we get only 2.95 milliard Euros.

Figures of Q1 2010 are similar, see Table 4.4. Note that units that declare on
a yearly basis were included in the Q4 2009 but not in the Q1 2010 counting’s.
We could not include the latter because our data file was up to Q3 2010 and
therefore their yearly declarations over 2010 were not present in the file.

Table 4.5 shows that 46059 VAT units have responded over Q4 2009 at the
final estimate. A subset of 26628 VAT units has historical responses but
did not yet respond at the flash estimate (missingness pattern 1A). At the
final estimate, 26023 of the 26628 non respondents were shown to be late
respondents; the other 605 VAT units never responded and (probably) were
ended.

In Table 4.6 we can see that patterns 1B and 1C occur far less frequently
than pattern 1A. At the flash estimate over Q1 2010 24699 units were non
respondent with a historical turnover (pattern 1A), 1541 units were non
respondent with a structural lack of turnover (pattern 1B) and 1606 units
were non respondents that were new in the population frame (pattern 1C).
Also in terms of turnover, pattern 1A is far more important than pattern 1B
and 1C. Note that some of the units with a structural lack of turnover as
well as some of the new units have a tax office code 6= 0 which means they
have dispensation from the tax office.
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Table 4.2. Approximation of releases for Q4 2009 and Q1 2010 to estimate the frequency of missingness
patterns among VAT units.

Period Release Latest arrival Remark
(approximated) date of

declarations at
tax office

Q4 2009 Flash estimate 25–1–2010 Partial response for monthly, quarterly
and yearly respondents.

Final estimate 26–8–2010* Response (nearly) complete for
monthly, quarterly and yearly respondents.

Q1 2010 Flash estimate 25–4–2010 Partial response for monthly, and
quarterly respondents.

Regular estimate 26–8–2010* Response (nearly) complete for
monthly and quarterly respondents. No
yearly respondents yet.

* We took the latest available date in the data file

Table 4.3. Number of VAT units and corresponding turnover for Q4 2009 and NACE ”Accommodation
and food service activities”.

Flash estimate Final estimate
Type
of declaration Total TopX non-TopX Total TopX non-TopX

Number of units
Total 24494 206 24288 46059 284 45775
Monthly 8854 139 8715 9080 139 8941
Quarterly 15159 66 15093 32536 140 32396
Yearly1 480 1 479 4389 5 4384
Other2 1 0 1 55 0 55

Declared Turnover (× 109 Euros)
Total 4.26 2.28 1.98 7.42 3.94 3.48
Monthly 2.80 1.67 1.13 3.86 2.41 1.46
Quarterly 1.45 0.61 0.84 3.48 1.53 1.95
Yearly 0.01 0.00 0.01 0.08 0.00 0.07
Other 0.00 0.00 0.00 0.00 0.00 0.00

Turnover of complete declarations (× 109 Euros)
Total 2.95 1.64 1.31
Monthly 1.62 1.12 0.50
Quarterly 1.32 0.52 0.80
Yearly 0.01 0.00 0.01
Other 0.00 0.00 0.00

1Quartely turnover of units that declare on yearly basis is computed as yearly turnover divided by 4.
2 Shifted calendar quarter (stagger)

We compared the number and turnover of VAT declarations that could be
linked to the population frame of Q4 2009 versus those that could not be
linked, over the full range of NACE codes at the final estimate, see Table
4.7. Results show that about 3 per cent of the turnover in the declaration
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Table 4.4. Number of VAT-declarations and corresponding turnover for Q1 2010 and NACE ”Accommo-
dation and food service activities”.

Flash estimate Regular estimate
Type
of declaration1 Total TopX non-TopX Total TopX non-TopX

Number of units
Total 26241 202 26039 42417 278 42139
Monthly 9033 140 8893 9297 140 9157
Quarterly 17209 62 17147 33121 138 32983
Yearly 0 0 0 0 0 0
Other 0 0 0 0 0 0

Declared Turnover (× 109 Euros)
Total 4.00 2.11 1.89 6.20 3.21 2.99
Monthly 2.55 1.54 1.01 3.13 1.87 1.26
Quarterly 1.45 0.57 0.88 3.06 1.34 1.73
Yearly 0.00 0.00 0.00 0.00 0.00 0.00
Other 0.00 0.00 0.00 0.00 0.00 0.00

Turnover of complete declarations (× 109 Euros)
Total 3.29 1.87 1.42
Monthly 2.00 1.43 0.57
Quarterly 1.29 0.44 0.85
Yearly 0.00 0.00 0.00
Other 0.00 0.00 0.00

1 see footnotes of Table 4.3

Table 4.5. Number of VAT-units and corresponding turnover for Q4 2009, missingness pattern 1A1 and
NACE ”Accommodation and food service activities”.

Number of units Turnover (× 109 Euros)
Total TopX non-TopX Total TopX non-TopX

Response Total 46059 284 45775 7.42 3.94 3.48
at final
estimate

Pattern Total missing at 26628 157 26471
1A flash estimate1

Response after
flash estimate

Total 26023 156 25867 3.14 1.66 1.48
Monthly 5377 80 5297 1.06 0.73 0.33
Quarterly 17105 74 17031 2.01 0.92 1.09
Yearly2 3487 2 3485 0.06 0.00 0.06
Other2 54 0 54 0.00 0.00 0.00
No later quarterly 605 1 604
response

1 VAT units with at least one historical VAT declaration since January 2008.
2 see footnotes of Table 4.3.

file could not be linked to the population frame. Since 2010, the turnover
that cannot be linked to the population frame has gradually been reduced
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Table 4.6. Number of VAT-units and corresponding turnover for Q1 2010, missingness patterns 1A–1C
and NACE ”Accommodation and food service activities”.

Number of units Turnover (× 109 euros)
Total TopX non-TopX Total TopX non-TopX

Response 42417 278 42139 6.20 3.21 2.99
at regular
estimate

Pattern 1A Total missing at 24699 146 24553
flash estimate1

Response after 19967 141 19826 2.15 1.10 1.06
flash estimate
Monthly 1 5245 66 5179 0.60 0.33 0.26
Quarterly 14722 75 14647 1.56 0.77 0.79
Yearly 0 0 0 0.00 0.00 0.00
Other 0 0 0 0.00 0.00 0.00
No later quarterly 4732 5 4727
response

Pattern 1B Total missing at 1541 8 1533
at flash estimate
Code = 01 2 239 0 239
Code 6= 01 1302 8 1294
Response after 56 0 56 0.001 0.000 0.001
flash estimate
Code = 01 56 0 56 0.001 0.000 0.001
Code 6= 01 0 0 0 0.000 0.000 0.000

Pattern 1C Total missing at 1609 4 1602
Pattern 1C flash estimate

Code = 01 1110 1 1109
Code 6= 01 148 0 148
Code missing 348 3 345
Response after 951 1 950 0.04 0.00 0.04
flash estimate
Code = 01 948 1 947 0.04 0.00 0.04
Code 6= 01 1 0 1 0.00 0.00 0.00
Code missing 2 0 2 0.00 0.00 0.00

1 see footnotes of Table 4.3 2 Code = 01: have to declare tax, Code 6= 01: tax dispensation

to about 1 per cent of the total declared turnover due to improvement in the
population frame.

4.3.3 Missingness due to different unit structure

4.3.3.1 Classification

We distinguish between two kinds of missingness due to a different unit struc-
ture:

(2a) Observations (e.g tax declarations) are related to one enterprise group
but to more than one underlying enterprise.
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Table 4.7. Number of VAT-units and corresponding turnover in the tax declaration file split into ’linked’
and ’not linked’ to the population frame of Q4 2009.

Linked to Type of STS-domain non STS-domain
pop.frame declaration1

Q42009
Total TopX non-TopX TopX non-TopX
Number of VAT units

Linked Total 1132741 7306 813312 3380 308743
Monthly 179631 3413 144700 1133 30385
Quarterly 826622 3636 592131 2014 228841
Yearly 119895 256 76039 232 43368
Other 6600 1 443 1 6155

Not linked Total 289652
Linked later Total 43447

Declared Turnover (× 109 Euros)
Linked Total 327.2 147.3 144.1 11.5 24.3

Monthly 164.8 68.8 79.1 6.6 10.2
Quarterly 160.7 78.3 64.2 4.9 13.3
Yearly 1.2 0.1 0.8 0.0 0.3
Other 0.5 0.0 0.0 0.0 0.4

Not linked Total 12.4
Linked later Total 4.2

1 see footnotes of Table 4.3

As explained in section 4.2.2 VAT declarations are mostly related to one en-
terprise group, but can be related to more than one enterprise underlying the
enterprise group. The latter can be a problem because we wish to make esti-
mates for strata defined by NACE codes and size classes which are properties
of enterprises.

(2b) Observations (e.g tax declarations) are related to more than one Enter-
prise Group and also to more than one underlying enterprise.

Note that sometimes a VAT declaration is related to more than one enterprise
group. This may for example occur with a unit that declares on a yearly basis
and within that year the VAT unit has been taken over by a new enterprise
group.

4.3.3.2 Quantification

We counted the occurrence of missingness patterns 2A and 2B for the Ac-
commodation and food service activities over 2010 (Table 4.8. In Q1 2010
a total of 60775 tax declarations were linked to the corresponding popula-
tion frame at the regular estimate. A total of 556 VAT declarations were
related to topX enterprises. For the majority of them, 507, a VAT declara-
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tion is related to one Enterprise Group and to one enterprise, 40 declarations
were related to one Enterprise Group but to more than one enterprise, and
9 were related to more than one Enterprise Group as well as to more than
one enterprise. Although only 49 declarations were related to more than one
enterprise this corresponded to a quarterly turnover of 2.44 milliard euros
compared to the total of 3.21 milliard euros for topX enterprises. From this
we can conclude that mainly tax declarations of topX entities are related to
more than one enterprise. From Table 4.8 we can see that also 56 declara-
tions were related to more than one non-topX enterprise, corresponding to
a much smaller quarterly turnover of 0.02 milliard euros.

Table 4.8. Number and turnover of VAT-declarations for Q1 2010 at the regular estimate by type or
relation, for Accommodation and food service activities.

Type of declaration Number of declarations Turnover (× 109 Euros)
Total TopX non-TopX Total TopX non-TopX

All types of relations of VAT unit to Enterprise group and enterprise
Total 60755 556 60199 6.20 3.21 2.99
Monthly 27634 418 27216 3.13 1.87 1.26
Quarterly 33121 138 32983 3.06 1.34 1.73
Yearly 0 0 0 0.00 0.00 0.00
Other 0 0 0 0.00 0.00 0.00

A VAT-unit related to one Enterprise Group and to one Enterprise
Total 60650 507 60143 3.74 0.77 2.97
Monthly 27553 379 27174 1.61 0.36 1.25
Quarterly 33097 128 32969 2.13 0.41 1.72
Yearly 0 0 0 0.00 0.00 0.00
Other 0 0 0 0.00 0.00 0.00

A VAT-unit related to one Enterprise Group but to more than one Enterprise
Total 40 40 0 1.83 1.83 0.00
Monthly 30 30 0 0.90 0.90 0.00
Quarterly 10 10 0 0.93 0.93 0.00
Yearly 0 0 0 0.00 0.00 0.00
Other 0 0 0 0.00 0.00 0.00

VAT-unit related to more than one Enterprise Group and to more than one Enterprise
Total 65 9 56 0.63 0.61 0.02
Monthly 51 9 42 0.62 0.61 0.01
Quarterly 14 0 14 0.01 0.00 0.01
Yearly 0 0 0 0.00 0.00 0.00
Other 0 0 0 0.00 0.00 0.00

4.3.4 Missingness due to different meaning of variable

4.3.4.1 Classification

The third cause of missingness is because the meaning of the variable in the
data set differs from the target variable. We subdivide this into three types:
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(3a) Observations are available for a period that is longer than the target
period.

In the Netherlands and in many European countries, a VAT unit may report
to the tax office on a monthly, quarterly or yearly basis. Generally speaking,
the larger the unit, the more frequently it has to declare its turnover to the
tax office3. The exact rules differ from country to country (Statistics Finland,
2009).

At the end of the year we make a release where we estimate yearly and
quarterly turnover, which are numerically consistent with each other. For
this final estimate, we use yearly turnover observations and divided those
over the four underlying quarters.

(3b) Observations are available for a period that is shifted compared to target
period.

Some VAT units declare tax on a quarterly basis, but the period is shifted
compared to a calendar quarter. For example, units declare tax for February–
April, or for March–May. Those units are referred to as ”staggers”. In
the Netherlands staggers are rare but they occur frequently in the United
Kingdom (Orchard et al., 2010).

(3c) Observations are available but need to be transformed due to definition
differences.

In the tax declaration form, the VAT-units declare the value of products
and services that have been sold, the turnover. From this declaration, the
amount of tax to be paid is calculated. However, the turnover found on the
tax declaration form may differ from the one defined by Eurostat (EC, 2006):

• Some units have dispensation for part of their turnover. This is the
case for some branches;

• Other tax rules; for example for some activities units don’t have to
declare the total turnover but only the profit margin4.

• Intra-enterprise turnover. The statistical variable turnover only con-
sists of market-oriented sales. When an enterprise consists of two or

3In the Netherlands only very small units are allowed to report tax on a yearly basis.
However, since July 2009, many units are allowed to report on a quarterly basis instead
of on a monthly basis.
4This applies to trade in second-hand goods that are sold to enterprises without a tax

number or to private persons.
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more VAT units, the declared turnover may partly consist of deliveries
of goods or services within the enterprise which is not market-oriented.

4.3.4.2 Quantification

In Table 4.3 we can see that of the total of 46059 VAT units that declared tax
over Q4 2009 in the Accommodation and food service activities at the final
estimate, 4389 units declared tax on a yearly basis (pattern 3A) and 55 VAT
units were ”staggers’ (pattern 3B). In terms of turnover this corresponded
to 7.42 milliard euros for the total, 0.08 milliard euros for the yearly tax
reporters and less than 0.01 milliard euros for the staggers.

As far as we know, the differences in the Netherlands between tax and target
turnover are limited, within the domain of the STS regulation. Based on
an analysis of tax data and SBS survey data over 2009, we found that for
about 10 per cent of the 4 digit NACE codes within the STS domain, VAT
turnover cannot be used because differences in definition are too large. For
a further small number (less than 10) of 4 digit NACE codes we derive the
target turnover from the statistical turnover. For the remaining nearly 90
per cent of the 4 digit NACE codes in the STS domain the VAT turnover
corresponds closely to the target turnover. All those figures concern the
total net turnover. For some STS domains the net turnover has to be split
into sales to customers within the Netherlands (domestic) versus sales to
customers outside the Netherlands (non domestic). This subdivision may
sometimes be more difficult to estimate from VAT declarations.

4.4 Solutions for each type of missingness

4.4.1 Introduction

In section 4.4.2 explains at which unit level missing values are imputed.
Sections 4.4.3 and 4.4.4 deal with completion, section 4.4.5 deals with har-
monization. Finally section 4.4.6 explains some practical implementation
issues. Some methodology to make the imputations more robust is treated
in section 4.6. The methodology as described in the paper has slightly been
simplified. Imputation at the level of the legal unit has been omitted because
we use it only in some exceptional situations.
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4.4.2 Level of imputation: statistical unit versus VAT
unit

We analysed whether we wanted to impute at enterprise or at VAT unit level.
To explain this, Table 4.9 shows an example of an enterprise is related to two
VAT units. The quarterly turnover of the enterprise is given by the sum of
the turnover of the two VAT units. Say we are in Q1 2010 and wish to publish
data for Q4 2009 and for the whole year of 2009 In 2009 Q4 turnover of VAT
unit 2 is missing. VAT unit 2 has reported for the previous quarters. This
is a situation which often occurs with early estimates, see section 4.3.2. To
complete the turnover of enterprise 1, we could impute the quarterly turnover
of VAT unit 2 or we could discard the observed turnover and impute directly
the total turnover for enterprise 1.

In order to make a choice we counted the number of VAT-units, classified
according to the type of relation between VAT units and the enterprise within
the STS-domain in the population frame of December 2009. 86 per cent of
the enterprises were related to just one VAT unit and the remaining 14 per
cent were related to two or more VAT-units.

Table 4.9. Part of the turnover of the statistical unit is completely missing for some quarter, but turnover
is complete for historical quarters.

Enterprise VAT id Quarterly Yerly
Id turnover turnover

2008 2009 2009
Q4 Q1 Q2 Q3 Q4

1 1 102 100 105 95 103 403
1 2 27 25 30 30 ? ?

Total 129 125 135 125 ? ?

We compared the turnover response from VAT declarations for early and
late estimates in the Accommodation and Food service activities in Q4 2009
(Table 4.3) and in Q1 2010 (Table 4.4). In Q4 2009, the VAT units related
to non-topX enterprises declared 3.48 milliard euros turnover at the final
estimate. For the flash estimate we can only use declarations that were
sent up to 25 days after the end of the quarter. For the flash, just 1.98
milliard euros were declared by non-topX VAT units. If we further limit
the declarations to those that have a complete quarterly turnover for the
enterprise, it drops down to 1.31 milliard euros. For Q1 2010 we found
similar results. The main reason why quarterly turnover is incomplete at
enterprise level for the flash estimate is that VAT units that declare monthly
have declared just two of the three monthly periods. Another reason is that
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some of the enterprises consist of more than one VAT unit, of which one did
not yet respond.

The simplest imputation method would directly impute quarterly turnover at
the level of the enterprise. In that case, the turnover of all units that did not
have a complete quarterly turnover at enterprise level would be ignored and
instead a value would be imputed. In the case of the Accommodation and
Food service activities for Q4 2009 this would mean that we would discard
for the non-topX units 1.98 - 1.31 = 0.67 milliard euros. Because a good
quality of our first quarterly estimates is crucial to Statistics Netherlands we
decided to use (nearly) all available turnover and impute turnover for the
missing VAT declarations Thus in the case of a monthly reporter that has
declared already two of the three months, we impute only the turnover of
the third month.

We are aware that we could have used simpler methods, e.g. impute at the
level of the enterprise and check for incompleteness on a monthly basis. In
practice, this may be nearly as complicated because decision rules are needed
to derive whether the reported turnover is complete or not.

4.4.3 Missingness due to lack of observations

4.4.3.1 Determine whether turnover is to be expected

When a VAT-unit that is found in the population frame has not responded
yet we first have to decide whether we can expect turnover for this unit. To
do so, we designed a decision tree (Figure 4.2). The first step is that we
verify whether the unit has tax dispensation, using a variable from a tax
office client data base. Our experience is that those units have hardly any
turnover. Therefore, we impute no turnover in those cases.

The second step is that we check how many days there are after the end of the
reporting period. If we make a late estimate at which we are beyond threshold
Tr1 (see Figure 4.2) we do not expect a declaration anymore, so probably
the unit has ended but is falsely in the frame. If we make an early estimate,
in the third step we look into the available historical declarations. If the last
Tr2 (see Figure 4.2) historical periods we did not have a tax declaration, we
assume that also in the current period there will be no turnover. In case
there is historical turnover we go to the fourth step. If the unit has been
declared inactive from the second half of the reporting period (value Tr3 in
Figure 4.2) we assume that we do not expect turnover anymore. Otherwise,
turnover is imputed.
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Figure 4.2. Decision tree to determine whether turnover is to be expected or not.

Table 4.10. Threshold values depending on periodicity of tax declaration.

Threshold value Periodicity of tax declaration
monthly quarterly Yearly

Tr1 130 days 130 days 130 days

Tr2 5 months 2 quarters 2 years

Tr3 0,5 month* 1,5 month 6 months

* In fact we check whether the unit is active on the first day of the month but not on the last day of the
month.

The first settings that we use for parameters Tr1, Tr2 and Tr3 are given in
Table 4.10. The parameters can be determined by computing the difference
between the imputed turnover at flash estimate versus the observed turnover
at final estimate and likewise for the regular versus the final estimate, and
minimising that difference over the publications cells.

4.4.3.2 Introduction to the formula

For those VAT-units where we expect turnover, we will compute an imputa-
tion value. Also for non-responding enterprises that received a questionnaire
we compute an imputation value. For both unit types we use the same for-
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mulas. In the explanation of the notation, below, we use ”unit” where unit
can be a VAT unit or an enterprise. The unit types will be specified when
needed. As explained before, the VAT units can report on a monthly, quar-
terly or yearly basis. Therefore, the ”period”, as given below, can refer to
a month, a quarter or a year. This will be specified later when needed.

We use the following notation:

Ot
i observed turnover of unit i in period t

Gt,s ratio of turnover of period t compared to period s

Gt,s
B ratio of turnover in a panel of units in reference group B of period t

compared to period s

RB(t,s) set of units in reference group B that responded both in period s and
t

In the following sections 4.4.3.3–4.4.3.5 we describe four imputation methods
in case of lack observations. The order in which the imputation methods are
used depends on the availability of auxiliary variables and on the number of
units available to estimate the imputed value. The order of the methods is
described in section 4.4.3.6. All the formula given in section 4.4 are computed
per stratum h. The size of these strata is discussed in section 4.4.3.6. For
simplicity of notation subscript h is omitted.

4.4.3.3 Pattern 1a: Units with historical turnover values

For units that have historical turnover values, the imputed value of unit i,
Ôt
i , is computed as:

Ôt
i = Ĝt,s

B O
s
i (4.1)

where a hat stands for an estimation, s stands for a historical period, and
Ĝt,s
B stands for the turnover ratio for period t and s in a reference group,

with

Ĝt,s
B =

∑
j∈RB(t,s)

Ot
j∑

j∈RB(t,s)

Os
j

. (4.2)

We distinguish between two methods. We use either the turnover ratio of the
current period compared to the corresponding period of a year ago (method
A), or the ratio of two subsequent periods (method B). In Table 4.11 we spec-
ify the formula for the periodicity of response (monthly, quarterly and yearly).
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Responding units in the reference group that declare tax on a monthly basis
are used to impute non respondents that declare on a monthly basis. Like-
wise, responding units in the reference group that declare tax on a quarterly
basis are used to impute non respondents that declare on a quarterly basis.
For units that report monthly, we impute only turnover for the months that
are missing. Quarterly turnover of units that declare on a monthly basis is
obtained as the sum of the three corresponding monthly turnovers. For units
that report quarterly we impute a quarterly turnover. For units that report
yearly, we also impute a quarterly turnover for period k(y) which stands for
quarter k in current year y, and use a growth rate based on the turnover of
k(y) compared to the yearly turnover of last year (y-1).

Table 4.11. Specification of method A and B for periodicity of response

Periodicity Duration of Duration of Specific Method A Method B
of response historical actual notation

period s period t
Monthly month month t=m s=m–12 s=m–1

Quarterly quarter quarter t=k s=k–4 s=k–1

Yearly year quarter t=k(y) s=y–1

4.4.3.4 Pattern 1b–c. Units without historical turnover

When a unit has no historical turnover we impute an average value. Again
we have two methods: C and D. Method C makes use of an auxiliary vari-
able, namely the number of working persons. Turnover of unit i is imputed
according to:

Ôt
i = ˆ̄Zt ×mt

i ×WP t
i (4.3)

where WP t
i stands for the number of working persons of unit i in period t,

mt
i stands for the number of months in period t that unit i is active and

ˆ̄Zt stands for the estimated average monthly turnover per working person
among a reference group of respondents. ˆ̄Zt is computed as

ˆ̄Zt =

∑
j∈Rt

Ot
j∑

j∈Rt

mt
j ×WP t

j

(4.4)
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where Rt stands for the respondents in a reference group for which turnover
and number of working persons are available.

Method D can be used when neither historical turnover nor number of work-
ing persons is available for unit i with a lacking observation. Turnover is
then imputed according to the average of a reference group:

Ôt
i = ˆ̄Ot =

1

rt

∑
j∈Rt

Ot
j, (4.5)

where rt stands for the number of respondents in reference group Rt. In
Table 4.12 we specify the formula of methods C and D for periodicity of
response (monthly, quarterly and yearly).

Table 4.12. Specification of method C and D for periodicity of response

Periodicity of response Duration of period t Specific notation
Monthly month t=m

Quarterly quarter t=k

Yearly quarter t=k

For units that declare tax on a yearly basis, method C and D is only used for
the flash and regular estimate. Their imputation values are renewed at the
final STS estimate when their declared yearly turnover is available. Then
the units are imputed according to the method described in section 4.4.5.1.

4.4.3.5 Some exceptions to methods A–D

The above described methods cannot always be applied. We use the following
exceptions:

• Units with negative turnover values in either historical period s or
actual period t or both are excluded from the reference group when
method A or B is applied.

• Units with negative turnover values in the actual period t are excluded
from the reference group when method C or D is applied.

• If
∑

j∈RB(t,s)

Os
j = 0 method A and B cannot be applied.
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• When the composition of enterprises change between period s and t,
the corresponding VAT units are excluded from the reference group,
where t stands for the actual period and s for the corresponding period
the previous year (method A) or for previous period (method B–D).

• The units to be imputed are excluded from method A and B when their
turnover for historical period s is negative.

4.4.3.6 Order of methods A–D

The reference groups are determined by strata that are defined by the cross-
ing response periodicity × size class (SC) × NACE code. Furthermore we
use a minimum size of 20 units within a reference group in order to obtain
a reasonable accurate estimate. We are aware that this is only rule a thumb;
it might be better to estimate the accuracy of the imputed value and to use
a minimum accuracy level.

Preliminary results have shown that growth rates (and means) differ per size
class, economic activity and response periodicity. In order to impute as ac-
curately as possible, the starting point is to use a reference stratum that
is rather detailed: response periodicity × 1 digit SC code × 5 digit NACE
code. If there are not enough units available we use a less detailed reference
stratum. Table 4.13 shows the methods crossed by detail of reference stra-
tum. The cell with number 1 represents the most accurate method and the
cell with number 64 the least accurate one. Depending on the available data
and the number of units per reference stratum, the most accurate method
is selected. The order has been filled in based on experience and expert
knowledge. Section 4.5 describes a first test to determine whether the order
is correct. After testing, the scheme of Table 4.13 has been simplified.

4.4.4 Missingness due to different unit structure

4.4.4.1 Introduction

In the topX entities, tax declarations have a many-to-one relationship with
the enterprise group and within the enterprise group the declarations may be
related to more than one enterprise. The question is then how to divide the
turnover among the enterprises of the enterprise group. For a comparable
situation, the German Statistical Office (Gnoss, 2010) uses a linear regres-
sion model where log-transformed turnover per enterprise is estimated from
NACE code, from number of employees and number of local units. The re-
sulting estimated turnover is summed up to the estimated total of a group of
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Table 4.13. Order of methods A–D in relation to the level of detail of the reference stratum
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A 1 3 5 13 7 9 11 21 15 17 19 23 43 45 47 49

B 2 4 6 14 8 10 12 22 16 18 20 24 44 46 48 50

C 25 26 27 31 28 29 30 35 32 33 34 36 51 52 53 54

D 37 38 57 61 39 40 58 62 41 42 59 63 55 56 60 64

enterprises. The result is adjusted to the observed VAT turnover at enterprise
group level.

Because in the Netherlands mainly for largest topX entities the tax dec-
larations are related to more than one enterprise, SN chose send all topX
enterprises a survey to ask for their turnover.

4.4.4.2 Non response in the survey of topX enterprises

Within the topX enterprises, a considerable number of VAT units is related
to just one enterprise, see e.g. Table 4.8. We can use those VAT declarations
in the case of non response in the survey of topX enterprises. If historical
turnover is available for the non responding topX enterprise i, if VAT units
have a many-to-one relation to this enterprise i and if the turnover of all
those VAT-units is available then the imputed turnover Ôt

i for the actual
period t is given by:

Ôt
i = Ĝt,s

i O
s
i (4.6)

where Ĝt,s
i stands for the estimated turnover ratio of enterprise i. Ĝt,s

i is
computed from responding VAT-units j as
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Ĝt,s
i =

∑
j∈Ri(t,s)

Ot
j∑

j∈Ri(t,s)

Os
j

. (4.7)

where Ri(t,s) stands for the set of units j that is uniquely related to enterprise
i in period t and s. First we try impute with a yearly growth rate and if
that is not possible we use a period-to-period growth rate. Note that the
restrictions as described in section 4.4.3.5 should also be taken into account,
e.g.

∑
j∈Ri(t,s)

Os
j > 0.

When the conditions for formulas (4.6) and (4.7) are not fulfilled, we apply
method A–D as described in section 4.4.3 but then directly at the level of
the enterprise rather than at the level of the VAT units.

4.4.4.3 VAT declarations related to more than one non-topX en-
terprise

When VAT declaration i is related to more than one enterprise during period
t, the observed turnover Ot

i will be divided among L related enterprises.
Below, we describe methods for two situations:

(I) each enterprise ` (` = 1, . . . , L) is only related to VAT declaration i,
and

(II) at least one enterprise ` (` = 1, . . . , L) is not only related to VAT
declaration i but also to one or more other VAT declarations.

Note that for the method of estimation it makes no difference whether the
VAT declaration is related to more than one enterprise at one single time
point or whether it relates first to enterprise A and then to enterprise B.

Situation (I) Each enterprise ` is related to one VAT unit

Denote Rt
` as a reference population of enterprises that contains ` and ˆ̄Zt(`)

as the average monthly turnover per working person for that reference pop-
ulation. Likewise to formula (4.4), ˆ̄Zt(`) is computed as:

ˆ̄Zt(`) =

∑
j∈Rt

`

Ot
j∑

j∈Rt
`

WP t
j ×mt

j

(4.8)
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where Rt
` stands for the population of j enterprises in period t in a reference

stratum that also contains enterprise `, mt
j stands for the number of months

within a quarter that enterprise j is part of the quarterly population frame
and WP t

j is the number of working persons of enterprise j in period t.

Next, we make a preliminary turnover estimate of enterprise `, denoted by
Õt
`, as

Õt
` = ˆ̄Zt(`)×WP t

` ×mt
` (4.9)

The final turnover estimate of Ôt
` is obtained by calibrating the preliminary

turnover estimates to the observed turnover of VAT declaration i,Ot
i :

Ôt
` = Ot

i ×
Õt
`∑

`

Õt
`

(4.10)

Enterprises with a negative turnover for period t are excluded from Rt
`, but

Ot
i is allowed to be negative. The determination of the reference stratum is

likewise to section 4.4.3.6. It should hold that
∑

j∈Rt
`
WP t

j × mj > 0 and∑
` Õ

t
` > 0, otherwise a less detailed stratum must be taken. If the latter is

not possible we do not use the VAT declaration but we impute a turnover
for the non responding enterprise using the methods of ”missingness due to
lack of observations”.

Situation (II) Each enterprise ` is related to more than one VAT unit

If one or more of the enterprises ` is not only related to observation VAT unit
i, but also to other VAT-units, then we try to use the whole procedure of
situation I but in stead of enterprises we estimate the turnover of the related
legal units. In the end we sum up the turnover of the legal units to the total
of the enterprise. When that is also not possible – likewise to situation II –
we impute at the enterprise level using the methods of ”missingness due to
lack of observations”.

4.4.5 Missingness due to different meaning of variable

4.4.5.1 Pattern 3a. Observations available for a period longer
than the target period

The yearly VAT declarations are divided over the four quarters of the year by
making use of the turnover distribution for a reference population, adjusted
for the months that units are active during the year.
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Denote Ry as the reference population with units i’ for which we know the
turnover of the whole year y, i.e. four quarters in case of a VAT unit that
reports on a quarterly basis and 12 months for a VAT unit that reports
on a monthly basis. The quarterly turnover of period k for the reference
population, now denoted by KOk(RY ), is computed as:

KOk(RY ) =
∑
i′∈Ry

KOk
i′ (4.11)

The fraction of quarterly turnover, F k
KO(RY ), in quarter k of year y is given

by:

F k
KO(RY ) = KOk(RY )

/∑
k∈y

KOk(RY ) (4.12)

The quarterly turnover of period k for yearly VAT declaration of unit i is
now estimated as

KÔk
i =

mk
iF

k
KO(RY )

4∑
k=1

mk
iF

k
KO(RY )

× JOy
i (4.13)

where JOy
i stands for the observed yearly turnover of unit i in year y and

mk
i stands for the number of months in quarter k that unit i is active.

Some special rules apply to the imputation method for pattern 3a. The
stratum level containing the reference population is determined according to
the scheme for method A as described section 4.4.3.6. Units are excluded
from Ry when their quarterly turnover is negative. VAT units that are related
to enterprises with a changing VAT unit composition during the year are
also excluded from the reference group. The observed JOy

i of the unit to
be imputed is allowed to be smaller than 0. Also, units to be imputed are
excluded from this method when they belong to an enterprise with a changing
composition of VAT units during the year. When

∑
k∈yKO

k(RY ) = 0 or
when

∑4
k=1m

k
iF

k
KO(RY ) = 0 the method cannot be used. In those cases that

the method cannot be applied, method A–D of section 4.4.3 is used.

4.4.5.2 Pattern 3b. Observations available for a period that is
shifted compared to the target period

Some VAT-units declare tax for a three months period that is shifted com-
pared to a calendar quarter. So far, this concerns less than 1 per cent of
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all VAT units that declare on a quarterly basis. Therefore, we use a simple
correction. We attribute a shifted three months value to the calendar quarter
that overlaps most, in terms of calendar days, with the shifted period.

4.4.5.3 Pattern 3c. Observations with differences in definition

VAT turnover may differ from target turnover. Below we describe solutions
for two issues.

Issue (I) VAT declaration patterns

Some VAT-units have remarkable temporal VAT turnover patterns. For ex-
ample, a unit declares exactly the same turnover during three subsequent
quarters followed by a different turnover value in the fourth quarter. For
those remarkable patterns we first sum up the turnover of the four quarters
to a yearly turnover. Next, we estimate the quarterly turnover as described
in section 4.4.5.1. These pattern corrections can only be done after the dec-
larations for the whole year have been received, which corresponds to the
final STS estimate.

Issue (II) Definition differences

For some VAT-units VAT turnover deviates from the target definition. We
estimate the target turnover of period t of VAT unit i from the VAT data
using a linear transformation:

Ôt
i = âyOt

i(∗) + b̂y/c (4.14)

where t can stand for a month, a quarter or a year depending on the response
periodicity and c=1 for yearly turnover, c=4 for quarterly turnover and c=12
for a monthly turnover.

We estimate the parameters ây and b̂y using SBS survey data and VAT data
at the level of the enterprises for historical year y* (= y–2). We use only
enterprises that are active during the whole year and for which we have
response for both the SBS and the VAT; the latter needs to be complete for
all underlying VAT units. The parameters in formula (4.14) are estimated
by applying a linear regression to enterprises j within a stratum:

Oy∗
j (SBS) = ây∗Oy∗

j (V AT ) + b̂y∗ + ey∗j , (4.15)

where ey∗j stands for the residual of enterprise j in year y∗. Parameters are
estimated per stratum, where a stratum corresponds approximately with 4
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digit NACE level. In fact base strata are chosen from which all output can
be made.

The residuals in formula (4.15) are minimized using weighted least squares,
where the weights are defined by wy∗j = 1

/
πy∗j O

y∗
j (V AT ). πy∗j stands for the

inclusion probability of unit j in year y* of the SBS survey and is included
so the regression represents the population. The component 1

/
Oy∗
j (V AT ) is

included because we assume that the variance is proportional to the size of
the enterprise. We compute the standard error of the estimated parameters,
accounting for the sampling design. When ây∗ is not significantly different
(t-distribution) from 1, we use ây=1 otherwise ây = ây∗ . Likewise, when b̂y∗

is not significantly different from 0, we use b̂y=0 otherwise b̂y = b̂y∗.

For NACE codes with a poor correlation between SBS and VAT data, i.e.
a correlation coefficient smaller than 0.7 on log transformed data, target
turnover cannot be estimated from VAT turnover. For those NACE codes
we use sample survey data instead.

4.4.6 Some practical implementation issues

In the current section we mention some practical implementation issues. The
first issue is that some of the missingness patterns described in section 4.4.3–
4.4.5 can occur simultaneously. For example a unit that declares tax on
a quarterly basis can be a non-respondent for the flash estimate. Simultane-
ously, this VAT unit can be related to two enterprises.

The different patterns of missingness are handled in the following order:

1. The VAT declaration patterns are corrected.

2. The target turnover is estimated from the VAT turnover. After step
1 and 2, the VAT turnover is comparable to the turnover of the sur-
vey data: both comply with the target turnover. In any imputation
after step 2 that is done at the level of the enterprise, its source (VAT
or sample data) is no longer relevant. Harmonisation is done before
completion in order to have more enterprises available for the reference
populations.

3. Turnover of VAT-units that declare on a yearly basis is divided over
the four quarters of the year. Step 3 is only needed for the final STS
and SBS release. For the flash and regular quarterly release this step
is skipped.
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4. Missing observations are imputed.

5. Turnover of step 3 and 4 is divided over two or more enterprises in case
the VAT unit is related to more than one enterprise.

Furthermore, there are many implementation issues that concern the treat-
ment of auxiliary information, such as the reporting periodicity of the VAT
units, and the actual number of working persons and NACE code of the en-
terprise. We also deal with cases where auxiliary information is missing and
cases with conflicting auxiliary information because it varies from period to
period or by source.

4.5 Example of a test of accuracy of imputa-
tion methods

4.5.1 Data and methodology of the test

4.5.1.1 General setting and data set

In this section we give an example of an accuracy test of the imputation
methods. At Statistics Netherlands it is crucial to have a small difference
between early and final quarterly estimates. In line with that, we test im-
putation methods in the case of ”lack of observations” as given in section
4.4.3. We use VAT data and compared imputed values at an early date with
observed values at final response. We limited ourselves to non-topX units.

We took VAT data from Q1 2008–Q2 2010, where each quarter was linked
to the population frame of the corresponding quarter. We removed non-
domestic VAT units, VAT units linked to topX enterprises, VAT units that
did not link to enterprises and VAT-units that linked to more than one en-
terprise. We also removed extreme values: about 500–1000 per quarter. The
resulting data file contained 13.5 million records.

We show test results for the imputation of Q1 2010. The tests are done at
2- and 3-digit NACE level within the domain of the STS statistics. At 2-
digit NACE level there are five very small strata, namely 06, 12, 36, 97, 99.
Imputation results of those small strata were poor compared to the others.
Those five strata were excluded from the results shown below.

Note that in the evaluation we have used two restrictions

• we included only those units for which the quarterly turnover is com-
plete at the final estimate.
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• we included only those units that could be imputed by methode A–D

4.5.1.2 Indicators

To explain the indicators, we first introduce some notation:

Ok
h,early total observed turnover of VAT declarations in quarter k and stratum

h at the early estimate;

Ôk
h,early total imputed turnover in quarter k and stratum h at the early esti-

mate;

Ok
h,final total observed turnover of VAT declarations in quarter k and stratum

h at the final estimate.

Within each stratum, only those units that fulfil the restrictions mentioned
in section 4.5.1.1 are included.

We evaluate the imputation results using three (base) indicators. The first
base indicator is the relative difference for quarter k between the total turnover
per stratum h based on observations and imputations at the early estimate
and the total turnover at the final estimate:

Dk
h = 100

(
Ok
h,early + Ôk

h,early

Ok
h,final

− 1

)
(4.16)

The second indicator is its absolute value denoted by
∣∣Dk

h

∣∣.
The third base indicator is the overall relative difference over all strata, given
by

Dk = 100


H∑
h=1

(Ok
h,early + Ôk

h,early)

H∑
h=1

Ok
h,final

− 1

 (4.17)

4.5.1.3 Description of the tests

Test 1

In test 1 we concentrate on method A and B of section 4.4.3. Table 4.13
shows the crossing ’method × reference stratum,’ a cell in this crossing will
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be referred to as a sub method. Each sub method has been given a num-
ber which shows the order that is used in production, as explained before in
section 4.4.3.6. In test 1 we test the accuracy of the sub methods 1–24 at
a registration date corresponding to roughly 50 percent response. The regis-
tration date is the date that the VAT-declaration of a company is registered
at the tax office. As indicators we computed the average and the median of∣∣Dk

h

∣∣ over the strata h at two and three digit NACE level.

To have a fair comparison between methods, we included only those records
that could be imputed by all methods. The minimal size of the reference
population was set to 20 units. We included only those strata h that fulfilled
the above condition.

Test 2

In test 2 we analysed the accuracy of the imputation in production given the
order of the sub methods in Table 4.13 at two registration dates correspond-
ing to roughly 50 and 75 per cent response (see Table 4.14). As indicators we
computed (1) Dk, (2) the average, median, 10 and 90 percentile of Dk

h, and
(3) the average and median of

∣∣Dk
h

∣∣. As strata we took the two and three
digit NACE level.

Table 4.14. Response rate at two registration dates for Q1 2010

Registration date Response (%)
Quarterly reporter Monthly reporter, 3e month

28 April 2010 58 54
30 April 2010 77 75

4.5.2 Test results and first conclusions

Test 1

Table 4.15 shows that indicator values for imputation accuracy of units that
report on a monthly basis are much smaller than of those that report quar-
terly. This is simply because the indicators are computed for quarterly
turnover. At the chosen registration date (28-4-2011) most monthly reporters
have already declared turnover for the first two months of the quarter and
about 50% of the units have reported for the third month.

Table 4.15 clearly shows that the average and median values of
∣∣Dk

h

∣∣ are larger
at 3 digit than at 2 digit NACE level. Table 4.15 also shows that the results
for method A, using a yearly growth rate, is more accurate than method B,



4.5 Example of a test of accuracy of imputation methods 93

Table 4.15. Average and median of
∣∣Dk

h

∣∣ for different imputation methods, Q1 2010 at 50% response.

Method / NACE 2 digit NACE 3 digit
sub method

Quarterly reporter Monthly reporter Quarterly reporter Monthly reporter
Avg P50 Avg P50 Avg P50 Avg P50

A
1 1.98 0.85 0.42 0.14 2.46 1.04 0.59 0.21
3 1.79 0.93 0.42 0.14 2.35 1.15 0.59 0.21
5 1.62 0.92 0.42 0.12 2.41 1.13 0.55 0.24
7 1.95 0.87 0.40 0.10 2.43 1.01 0.57 0.18
9 1.77 0.76 0.40 0.10 2.33 1.13 0.57 0.18
11 1.57 0.92 0.41 0.13 2.37 1.14 0.54 0.24
13 1.68 0.72 0.40 0.13 2.51 1.11 0.53 0.20
15 1.87 0.90 0.40 0.13 2.45 1.04 0.58 0.20
17 1.79 0.78 0.40 0.13 2.39 1.16 0.58 0.20
19 1.62 0.78 0.40 0.15 2.42 1.13 0.54 0.24
21 1.71 0.78 0.38 0.13 2.50 1.04 0.51 0.18
23 1.79 0.86 0.38 0.12 2.59 1.14 0.51 0.19
B
2 3.09 0.76 0.36 0.20 2.81 0.89 0.51 0.22
4 3.12 0.86 0.36 0.20 2.93 1.05 0.51 0.22
6 2.80 0.94 0.33 0.19 2.81 1.12 0.44 0.18
8 2.80 0.78 0.32 0.20 2.60 0.87 0.46 0.20
10 2.65 0.79 0.32 0.20 2.59 1.02 0.46 0.20
12 2.56 0.94 0.30 0.17 2.64 1.13 0.42 0.20
14 2.79 1.09 0.27 0.11 2.61 0.97 0.44 0.21
16 2.79 1.02 0.32 0.18 2.65 0.96 0.44 0.19
18 2.65 0.81 0.32 0.18 2.63 1.09 0.44 0.19
20 2.63 1.07 0.28 0.17 2.70 1.16 0.40 0.19
22 2.82 1.12 0.25 0.10 2.61 1.04 0.42 0.18
24 2.89 1.21 0.25 0.09 2.67 1.04 0.42 0.20

using a period-to-period growth rate. Moreover, differences between method
A and B within the same sub method are larger than differences among the
sub methods within method A and within method B. Finally, we found some
patterns in the performance among the sub methods for quarterly reporters:

• sub methods that differentiate among periodicity type perform slightly
less than those that do not; A (1 vs. 3; 7 vs. 9; 15 vs. 17); B(8 vs. 10
and 16 vs. 18).

• at 2 digit level, sub methods that use a size class group perform slightly
better than those that use a 1-digit size class; A (5 vs. 3; 11 vs. 9;
19 vs.17); B (6 vs. 4; 12 vs.10; 20 vs. 18). At 3 digit level differences
between those size class sub methods are usually smaller than at 2 digit
level and sometimes opposite.

For monthly reporters differences among sub methods were much smaller and
such patterns were not found.
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Test 2

At 2- and 3-digit NACE level (Table 4.16) most indicators for imputation
accuracy clearly improved from 50 to 75 per cent response. The difference
between P10(Dk

h) and P90(Dk
h) is smaller at 75 than at 50 per cent response

and also average and median values for
∣∣Dk

h

∣∣ are smaller. Note that the aver-
age value for

∣∣Dk
h

∣∣ is larger than its median, that means that the distribution
of
∣∣Dk

h

∣∣ across strata h is skewed to the right. The average for Dk at 2-digit
NACE level and 50 per cent response is 0.15 per cent, whereas Dk at the
total STS domain was found to be minus 0.53 per cent. This sign-difference
is because when computing the average, all strata have the same weight.

The example presented here illustrates that test results can be used to im-
prove the initially designed approach. The results in Table 4.16 are based
on the sub methods order of Table 4.13. We expect that the results in Table
4.16 can be improved by changing the sub methods order. First of all Ta-
ble 4.15 suggests that, for method A and B, reference strata can start at 3
digit NACE level rather than at 5 digit level. The advantage of starting at 3
digit NACE level is that results are more robust against outliers because the
reference strata contain more units. Furthermore, Table 4.13 assumes that,
starting at method A for given reference stratum, the second best choice is
method B within that same reference stratum. Table 4.15 however indicates
that the second best choice is to stay within method A and move to the next
(less detailed) reference stratum.

Note that the test results might depend on the method that has been used
to remove extreme values. Preferably, imputation methods are tested with
data that have been edited in production.

Table 4.16. Imputation accuracy for Q1 2010 at two NACE levels and starting dates.

NACE Response Dk
h

∣∣Dk
h

∣∣
level

Avg P10 P50 P90 Avg P50

2 digit 50% 0.15 -4.44 0.49 5.37 3.27 1.71
75% 0.34 -1.84 0.70 3.40 2.10 1.25

3 digit 50% 1.23 -6.66 0.57 10.77 5.48 2.59
75% 1.37 -2.22 0.55 5.76 3.26 1.12
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4.6 Improving robustness in special situations

4.6.1 Negative turnover values

The use of negative turnover values in the reference group can cause implausi-
ble imputation values. Therefore, we excluded them from the reference group
as explained in more detail in section 4.4. Furthermore, negative historical
values of a unit to be imputed can cause implausible imputation values when
this unit is imputed using a turnover ratio of the actual to the historical pe-
riod (method A or B). Therefore, those units are imputed using an average
value based on the actual period (method C or D).

4.6.2 Stable versus unstable unit structure

Implausible imputation values can occur when in the reference group the
VAT units that are related to enterprises change during the periods that are
used to compute a reference turnover ratio or mean. This is best explained
by giving an example.

Table 4.17 shows three VAT-units that belong to the same enterprise. The
columns stand for the subsequent months of 2010. VAT unit 2 ended in
month 5 and VAT unit 3 is new from month 4 onwards in the population
frame. We can see that the enterprise has shifted turnover from VAT unit 1
and 2 to VAT unit 3.

Imagine that we make an early estimate for Q2 2010 and some units that
declare on a monthly basis did not yet declare their tax over June. To impute
the missing values according to method B, we compute a turnover ratio of
June to May for a reference group. Say that unit 3 has responded at the
early estimate but units 1 and 2 have not. If we would include unit 3 in
the reference group of method B, we would overestimate the turnover ratio
because we did not account for the fact that turnover is shifted from VAT
unit 1 and 2 to VAT unit 3.

Table 4.17. Monthly turnover of three VAT units related to the same enterprise.

VAT Monthly turnover (× 1000 euros)
Id

Jan Feb Mar Apr May Jun Jul Aug Sep Oct
1 10.0 13.0 12.0 14.0 11.0 2.0 3.0 2.0 3.0 2.0
2 0.8 0.8 1.1 0.4 0.3
3 0.0 0.0 12.0 13.0 15.0 14.0 12.0
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To avoid implausible imputation values, VAT-units that belong to enterprises
with a changing VAT unit composition during the period to be imputed, are
excluded from the reference groups, see also section 4.4.

Note that implausible imputation values can also occur when we impute
at the level of the VAT unit and the VAT unit to be imputed belongs to
an enterprise with a changing composition of VAT-units. From Table 4.17
follows that if we would use the historical monthly values (month 5) of unit
1 and 2, and unit 3 has already responded that we would overestimate the
total turnover. We wish to make these imputations more robust by using the
following rules:

• Enterprises where the composition of the underlying VAT units in the
historical turnover differs from that in period t are imputed at the level
of the enterprise.

• Enterprises where the composition of the underlying VAT units in the
historical turnover differs from that in the actual period t are excluded
from the reference group.

4.6.3 Late versus ended respondent

Figure 4.2 of section 4.4.3.1 presents rules to decide whether turnover is to be
expected in case of lacking observations. For estimates that are made before
threshold Tr1, we have a deterministic decision scheme that assumes turnover
is ether expected or not depending on historical observations (Tr2 ) and the
period that the unit is active according to the population frame (Tr3 ). This
deterministic approach might lead to a bias in the estimation of turnover.
Alternatively to using Tr2 and Tr3, we could impute all units and multiply
them by a ’proportion late respondents’. This proportion represents the
fraction of VAT units that did not respond at the time of the current release
but does respond before Tr1. These proportions should be determined for
a group of homogeneous units. One could think of NACE code, periodicity
of response, size, number of months without historical observations etcetera.

Results in Table 4.5 about the Accommodation and food service activities
showed that from the 26628 units that did not respond 25 days after the
end of quarter Q4 2009, 26023 units (98 per cent) did respond at the final
estimate. The remaining 605 units (2 per cent) were probably ended.
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4.6.4 Dealing with frame errors in smallest size classes

4.6.4.1 Description of methodology

In preliminary tests we sometimes found extreme imputation values in the
smallest enterprises (SC 0–2, up to two working persons), because there were
units in the reference group with an unexpectedly large turnover. There are
different reasons for those extreme turnover values. Firstly, some units truly
have a very large turnover combined with only 0–2 working persons. This is
especially the case with units dealing with ”royalties” of artists and in the
case of holdings. Both dominate in certain NACE codes. Secondly, the SC of
the unit may be wrong due to a missing relation between the enterprise and
a legal unit that does have a certain number of working persons. Also, the
SC may be wrong because when the number of working persons is unknown
a value of 0 working persons is taken during derivation of the GBR.

To give an idea about the frequency of this problem, we counted the number
of VAT units with a quarterly turnover larger than 10 million euros in SC
0. Averaged over Q1 2008 – Q2 2010, there were 77 of those extreme VAT
units per quarter on a total of 47 thousand VAT-units per quarter for SC 0.

To avoid implausible imputation values in the smaller size classes, we com-
pute an imputation SC that can deviate from the coordinated SC in the
frame. The imputation SC is derived as follows.

Firstly, for enterprises in small size classes (SC 0 and 1) we check whether
the actual number of working persons of the enterprise corresponds with the
coordinated SC. If the actual number working persons corresponds to a much
larger size class (SC 6 and larger), the imputation SC is based on the actual
number of working persons. The values for the lower size classes (SC0 and
1) and the upper ones (SC 6 and larger) have been taken from the next step.

Secondly, for the remaining enterprises, we compare their historical quarterly
turnover with the median value per SC. If the turnover per enterprise is con-
sidered to be too large, the imputation SC will be larger than the coordinated
SC. This is done as follows. Denote L` as the set of size classes of the small
enterprises for which we compute an imputation SC. Some of those will be
assigned a new, larger, imputation SC. The set of these larger imputation
size classes are denoted by Lu. Note that subscript ` stands for lower and
u for upper, with ` < u. Let sc denote an individual size class and Ok−1

sc,med

the median quarterly turnover per SC of period k–1. Now we compute the
smallest value of Ok−1

sc,med withinLu, and the largest value of Ok−1
sc,med within L`.

For enterprise j we now check the conditions:
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Ok−1
j > min

sc∈Lu

{Ok−1
sc,med) and Ok−1

j > max
sc∈L`

{Ok−1
sc,med) (4.18)

If the conditions in formula 4.18 are not fulfilled, the imputation SC of en-
terprise j for period k equals the coordinated SC. Otherwise, the imputation
SC is the SC for with distance dk−1

j is minimal, with

dk−1
j = | ln(Ok−1

j )− ln(Ok−1
sc,med)| (4.19)

and use as imputation SC of enterprise j for period k that SC for which dk−1
j

is minimal.

To get an idea about the threshold value that we needed to take for L` and
Lu, we conducted a small test with real data (see appendix B). This resulted
in L`=1 and Lu=6.

4.7 Summing up and topics for further re-
search

We have described a methodology to handle incompleteness due to differences
in unit types, variable definitions and periods of observed data compared to
target ones. We use a regression method to harmonise differences in definition
and use imputation for completion. Our method of mass imputation can only
be used to estimate a limited number of (related) core variables. Although we
have described the methodology only for net turnover, we have implemented
it for four related turnover variables; therefore we have some additional steps.
When many variables need to be completed, mass imputation is not suitable
because it is hard to impute values at unit level that are plausible for all
possible combinations of variables.

We use an imputation method that tries to use all the available observations
and impute only the ”missing parts”. For each missing value we try to make
use of ’the best’ available auxiliary information. We took that approach to
produce early estimates of good quality and to have good results for relatively
small domains. The approach is flexible: models can be adapted if accuracy
tests show that the quality of the imputations for certain missingness patterns
is not good enough. Other NSI’s may have different unit types and likewise
their missingness patterns may be different. Still, the general approach can
also be used by other NSI’s.

The method presented in the current paper can be cumbersome to implement,
mainly because we use various types of auxiliary information depending on
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the pattern of missingness. If an NSI is not interested in using all observed
register data, the method can be simplified considerably by always imputing
quarterly turnover at the level of the enterprise.

We see some possible refinements of the current approach. Firstly, we could
use a weighted combination of a yearly (method A) and a period-to-period
(method B) turnover ratio. Tests so far showed little difference in the quality
of method A and B, but maybe the results of a composite estimator are more
robust for small strata.

A second refinement would be to correct somehow for the difference in the
turnover ratio of respondents to non respondents, for example by using time
series techniques. Such a correction will only be an improvement when this
difference is more or less stable over time.

A third optional refinement is to include the effect of the number of VAT units
that is related to the enterprise into the imputation model of the reference
group and of the recipient unit. So far, our experience is that the variation
in turnover among VAT units that are related to the same enterprise is large.
Therefore we do not expect that this will improve the results. Fourthly,
rather than using a fixed order of imputation methods × strata, we could re-
compute the order of the methods based on historical data – as part of the
production process. Re-computation of the preferable imputation method
during the production process is done by Finland (Koskinen, 2007).

In the case study presented, we first link the observed turnover of VAT-units
to statistical units (enterprises), then complete turnover at the level of the
enterprises and finally add up to obtain total turnover of the stratum pop-
ulation. Alternatively, we might have estimated the stratum totals directly
from completing the turnover of VAT units, thus ignoring the relation with
the enterprises. Problem with the direct approach is that we need to classify
the units according to economic activity. At SN, the VAT units are clas-
sified by economic activity at the tax office, referred to as a ’branch code’.
Preliminary research showed that this branch code deviates from the coordi-
nated NACE code and is not good enough to determine small NACE strata.
However, research may be done to find out whether the branch code is good
enough to determine the total for the whole STS domain. For late estimates,
when all VAT-units have responded, we could add up turnover to the STS
domain. This total could then be used as a restriction to the imputations at
micro level. Such a restriction may improve the quality of late estimates.



Chapter 5
Bootstrapping Combined Estimators
based on Register and Survey Data

Léander Kuijvenhoven and Sander Scholtus1

This paper describes how the bootstrap resampling method may be used to
assess the accuracy of estimates based on a combination of data from reg-
isters and sample surveys. We consider three different estimators that may
be applied in this context. The validity of the proposed bootstrap method is
tested in a simulation study with realistic data from the Dutch Educational
Attainment File.

5.1 Introduction

In this paper, we consider the situation where estimates are based on data
from different sources. In particular, producers of official statistics are in-
creasingly making use of existing registers. There are several reasons for do-
ing this, like reducing costs and reducing the burden on respondents. Also,
businesses and individuals are becoming less tolerant of surveys, as is re-
flected by lower response rates. National Statistical Institutes (NSIs) are
therefore seeking ways to put different sources of information together, to
increase the ability to produce information with good quality attributes in
an efficient way.

A problem, however, is that registers are often primarily used for non-

1Statistics Netherlands, PO Box 24500, 2490 HA The Hague, The Netherlands. E-mail:
sshs@cbs.nl. Remark: The views expressed in this paper are those of the authors and do
not necessarily reflect the policies of Statistics Netherlands.
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statistical purposes, and therefore not always ideal from a statistical per-
spective. In some cases, an additional sample survey is needed to obtain
reliable statistical results. The problem of assessing the accuracy of esti-
mates based on a combination of administrative sources and sample surveys
has, therefore, become very relevant to NSIs. In this paper we examine a rel-
atively simple way to evaluate the accuracy of an estimate based on combined
data, namely by using a form of bootstrap resampling.

The primary objective of this paper is to develop a methodology for assess-
ing the accuracy of particular estimates from combined data. We do not
discuss the problem of micro integration itself, e.g. how to construct a statis-
tical database or how to handle inconsistencies between data from different
sources. Instead, we assume that a statistical database has already been
constructed.

The outline of this paper is as follows. In Section 5.2, the setting at hand is
further clarified, and three types of estimators that may be used in this con-
text are introduced. One of these estimators is a classical regression estimator
which does not use register data and serves as a benchmark for comparing
the other estimators. Section 5.3 introduces the proposed bootstrap method
for combined data. Section 5.4 describes a simulation study in which the
proposed bootstrap method is applied to realistic data from the Dutch Edu-
cational Attainment File. Finally, Section 5.5 closes the paper with a short
discussion and some ideas for further research.

5.2 Combining Register and Survey Data

5.2.1 Description of the Situation

For convenience, we describe the case that a target variable is observed in
one register and one sample. We denote the register by R and the sample
by s. Let U denote the target population. Figure 5.1 shows the relationship
between U , R and s graphically.

Let yk denote the value of a target variable y for an element k ∈ U . The
objective of the survey is to estimate the total value of y for the target
population:

θy =
∑
k∈U

yk. (5.1)

In this paper, we are interested in the case where the register only covers a se-
lective part of the target population, so that a simple register total would not
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be a valid estimate for (5.1). This happens for instance with the Dutch reg-
isters on education, which have come into existence only recently, and hence
mainly contain information on younger persons. In order to obtain valid
estimates, the information from the register has to be combined with infor-
mation from a sample survey. There are many ways to form such a combined
estimator. We consider three types of estimators in the next subsection.

In general, the sample s may be drawn originally from the target population
U . Therefore, it can be partitioned into a subsample that overlaps with the
register (sR) and another subsample that does not (sNR). The information
from sNR is our only source for inference about UNR, the part of the popu-
lation that is not covered by the register. Of course, it seems more effective
to draw the sample only from UNR. However, this means that the sample
cannot be drawn before the register data is obtained, which in turn might
conflict with timeliness constraints for the survey. Another reason why the
sample may partly overlap with the register, is that an NSI may decide to
use existing sample data in the data integration process, instead of intro-
ducing a new sample survey. This is, for instance, the case for the Dutch
Educational Attainment File, which re-uses data from several cycles of the
Dutch Labour Force Survey.

Figure 5.1. The target population (rectangle), the register (dashed rectangle), and the sample (circle)

R

U
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Throughout this paper, we make the following simplifying assumptions:

• The target population can be partitioned into two disjoint strata: UR =
U ∩ R and UNR = U\UR, and this stratification is fixed in the sense
that it does not depend on an actual realisation of the register R. Note
that there is supposed to be no overcoverage in the register, i.e. we
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assume that any register records pertaining to elements outside U can
be identified and removed from R.

• The register contains values of a random variable zk = yk + ξkek, where
ξk is a dichotomous variable with P(ξk = 1) = λk and P(ξk = 0) =
1 − λk, indicating whether an error occurs in the recorded value for
element k, and the error ek is drawn from a distribution with mean
µk and variance σ2

k. Moreover, the zk are drawn independently. Note
that λk represents the probability that the register value for element k
contains an error.

• By contrast, we assume that the target variable is recorded without
error in the sample survey. In practice, of course, some measurement
errors are bound to occur, but we assume that the effect of these errors
is negligable compared to the sampling variance and the effect of errors
in the register. This assumption reflects the fact that a statistical
institute has direct control over the quality of the sample data, whereas
the register data is usually collected by an external party for non-
statistical purposes.

A straightforward calculation shows that, under the assumed error model,

E(zk) = Eξk [E(zk | ξk)] = Eξk(yk + ξkµk) = yk + λkµk, (5.2)

and

V(zk) = Eξk [V(zk | ξk)] + Vξk [E(zk | ξk)]
= (1− λk)V(zk | ξk = 0) + λkV(zk | ξk = 1) + Vξk(yk + ξkµk)

= 0 + λkσ
2
k + µ2

kλk(1− λk)
= λk[σ

2
k + µ2

k(1− λk)]. (5.3)

5.2.2 Three Types of Estimators

5.2.2.1 The Ordinary Regression Estimator

The first estimator that we consider does not use any information from the
register, but is solely based on the sample survey. In principle, one could use
the direct (or Horvitz-Thompson) estimator

∑
k∈s yk/πk, where πk denotes

the inclusion probability of element k in the sample2. This is in fact an
unbiased estimator of θy. It is common practice, however, to apply a linear

2Note that πk denotes the probability of inclusion in the sample, not the register, so it
does not automatically follow that πk = 1 for all k ∈ UR.
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regression model to increase the precision of the estimator, and to correct for
nonresponse in the original sample. This leads to the well-known regression
estimator:

θ̂1y =
∑
k∈s

w1kyk, (5.4)

with

w1k =
1

πk

[
1 + x′1k

(∑
l∈s

x1lx
′
1l

πl

)−1(∑
l∈U

x1l −
∑
l∈s

x1l

πl

)]
the final weight of element k ∈ s. In this expression, x1k denotes a vector
of auxiliary variables that are observed for all elements of U , corresponding
to the chosen linear model. By construction, the final weights satisfy the
so-called calibration equations:∑

k∈s

w1kx1k =
∑
k∈U

x1k.

The properties of the regression estimator are well-established (Särndal et
al., 1992; Knottnerus, 2003). In particular, it is an asymptotically unbiased
estimator. For future reference, we note the trivial fact that the variance of
θ̂1y does not depend on the register, i.e. V(θ̂1y) = Vs(θ̂1y |R).

5.2.2.2 An Additive Combined Estimator

Next, we consider the following estimator for θy:

θ̂2y =
∑
k∈UR

zk +
∑
k∈sR

(yk − zk) +
∑
k∈sNR

w2kyk, (5.5)

with

w2k =
1

πk

[
1 + x′2k

( ∑
l∈sNR

x2lx
′
2l

πl

)−1( ∑
l∈UNR

x2l −
∑
l∈sNR

x2l

πl

)]
the final weight of element k ∈ sNR. In this case the regression estimator is
used to calibrate sNR on known or previously estimated marginal counts of
UNR. This leads to an estimate for the total of y in UNR, which is added to
the estimate for UR. The latter estimate is obtained as the observed total
of zk in UR, except for the elements of sR, for which we use yk because this
value is taken to be more accurate.
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In appendix C the following expressions for the bias and variance of θ̂2y are
derived, under the assumptions made in Section 2.1:

bias(θ̂2y) = E(θ̂2y)− θy
.
=
∑
k∈UR

(1− πk)λkµk (5.6)

and

V(θ̂2y) =
∑
k∈UR

(1− πk)λk[σ2
k + µ2

k(1− λk)] + Vs

(
−
∑
k∈sR

λkµk +
∑
k∈sNR

w2kyk

)
.

(5.7)
It is interesting to examine the properties of θ̂2y for some special cases of the
error model from Section 2.1.

1. If it is assumed that µk = 0 for all k ∈ UR, then it follows from (5.6)
that θ̂2y is an asymptotically unbiased estimator for θy. In this case,
it is expected that the errors in the register cancel out in aggregates.
The variance of θ̂2y reduces to

V(θ̂2y) =
∑
k∈UR

(1− πk)λkσ2
k + Vs

( ∑
k∈sNR

w2kyk

)
.

Note that the first term is the expected error variance in the register
(after correction with information from sR) and the second term is the
sampling variance in sNR. However, the assumption that µk = 0 may
be too optimistic in practice.

2. An important special case occurs when y and z are binary variables,
such that yk = 1 if element k belongs to a domain of U , and yk = 0 oth-
erwise. The population total θy then measures the size of the domain.
Errors in the register correspond to misclassifications of elements of UR
with respect to the domain. In this case it is natural to assume the
following error model for zk:

zk = (1− ξk)yk + ξk(1− yk),

making P(zk = yk) = 1− λk and P(zk = 1− yk) = λk. In the model of
Section 2.1, this leads to µk = 1− 2yk and σ2

k = 0. From this and (5.6)
and (5.7), it follows that

bias(θ̂2y)
.
=
∑
k∈UR

(1− πk)λk(1− 2yk)
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and

V(θ̂2y) =
∑
k∈UR

(1− πk)λk(1− λk)(1− 2yk)
2

+Vs

[
−
∑
k∈sR

λk(1− 2yk) +
∑
k∈sNR

w2kyk

]
.

3. Kuijvenhoven and Scholtus (2010) consider the errors in the register
to be deterministic: σ2

k = 0 and either λk = 0 or λk = 1, for all
k ∈ UR. Under this model, the observed register value zk = yk + λkµk
with probability one, and λk reduces to a simple indicator of error
occurrence in zk. In this case the bias of θ̂2y can be written as

bias(θ̂2y)
.
=
∑
k∈UR

(1− πk)(zk − yk), (5.8)

and the variance of θ̂2y simplifies to

V(θ̂2y) = Vs

[ ∑
k∈sR

(yk − zk) +
∑
k∈sNR

w2kyk

]
= Vs

[ ∑
k∈UR

zk +
∑
k∈sR

(yk − zk) +
∑
k∈sNR

w2kyk

]
= Vs

(
θ̂2y

∣∣R),
Hence, under this assumption the variance of θ̂2y can be evaluated by
focusing purely on the sampling variance. In the remainder of this
paper, we will in fact assume that the errors in the register satisfy this
deterministic model.

5.2.2.3 A Regression-Based Combined Estimator

The last estimator of θy that we consider is based on two separate regression
models for UR and UNR. Specifically:

θ̂3y =
∑
k∈sR

w3Rkyk +
∑
k∈sNR

w3NRkyk, (5.9)

with
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w3Rk =
1

πk

[
1 +

(∑
l∈UR

zl −
∑
l∈sR

zl
πl

)(∑
l∈sR

z2
l

πl

)−1
zk

]
the final weight of element k ∈ sR and

w3NRk =
1

πk

[
1 + x′3NRk

( ∑
l∈sNR

x3NRlx
′
3NRl

πl

)−1( ∑
l∈UNR

x3NRl −
∑
l∈sNR

x3NRl

πl

)]
the final weight of element k ∈ sNR.

For the non-registered part of the population, this estimator uses a similar
approach to θ̂2y. For UR, the estimator uses a regression model with the
register variable z as predictor variable, since z is likely to be highly correlated
with the target variable y. Since the regression estimator is asymptotically
unbiased, it holds asymptotically that E(θ̂3y) = θy. Hence, the advantage of
this approach is that it incorporates the information from the register into
the estimation process without the risk of introducing a substantial bias.
However, this approach is mainly suited for surveys with only one target
variable, since otherwise it leads to a different set of regression weights for
each target variable. In particular, this type of estimator is not useful if the
objective of the survey is to create a general purpose data file for researchers.

It is not difficult to see that, in the extreme case that the register contains
no measurement errors at all, i.e. zk = yk for all k ∈ UR, the two estimators
θ̂2y and θ̂3y become identical if they use the same weighting model for sNR.

We observe that θ̂3y can in fact be written as an ordinary regression estimator,
which – unlike θ̂1y – uses auxiliary information from the register. To see this,
define a new auxiliary vector x3k for each k ∈ U by:

x3k =

{
(zk,0

′)′ if k ∈ UR
(0,x′3NRk)

′ if k ∈ UNR
and define new regression weights

w3k =
1

πk

[
1 + x′3k

(∑
l∈s

x3lx
′
3l

πl

)−1(∑
l∈U

x3l −
∑
l∈s

x3l

πl

)]
.

Then it is easily derived that w3k = w3Rk for all k ∈ sR and w3k = w3NRk for
all k ∈ sNR. Therefore it holds that θ̂3y =

∑
k∈sw3kyk.

Finally, we remark that under the deterministic error model from Section
5.2.2.2, it clearly holds that V(θ̂3y) = Vs(θ̂3y |R).
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5.3 A Bootstrap Method for Combined Data

5.3.1 Introduction to the Bootstrap

Loosely speaking, the bootstrap idea is to mimic the process that gener-
ated the originally observed data, by estimating the underlying distribution
from the sample and then resampling from this estimated distribution. In
some special cases the bootstrap can be performed analytically, but usually
one resorts to Monte Carlo approximation, by generating a large number of
bootstrap replicates of the target estimate. These replicates are obtained
by taking the algorithm that produces the original estimate when applied to
the original sample, and applying it to resamples taken from the estimated
distribution. We refer to Efron and Tibshirani (1993) for an introduction to
the classical bootstrap.

An important problem with the classical bootstrap arises when it is applied
to finite population sampling, namely how to mimic the effect of sampling
without replacement. In order to obtain a valid measure of the variance of
an estimate, it is crucial to capture the effect of the sampling design. In
particular, sampling without replacement leads to a smaller variance than
sampling with replacement.

There are various methods suggested in the literature to adapt the classi-
cal bootstrap to finite population sampling, including the with-replacement
bootstrap (McCarthy and Snowden, 1985), the rescaled bootstrap (Rao and
Wu, 1988), the mirror-match bootstrap (Sitter, 1992b) and the without-
replacement bootstrap (Gross, 1980; Bickel and Freedman, 1984; Chao and
Lo, 1985; Sitter, 1992a). A summary of these methods can be found in Shao
and Tu (1995). However, these methods tend to be difficult to apply in prac-
tice. Antal and Tillé (2011) describe yet another bootstrap method for finite
population sampling.

A newer form of the without-replacement bootstrap has been suggested by
Booth et al. (1994), Canty and Davison (1999) and Chauvet (2007). In the
next section we describe a variant of the latter method and apply it to the
case of combined register and survey data. In line with the deterministic
error model from Section 5.2.2.2, we treat the register data as fixed in this
bootstrap method.
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5.3.2 The Proposed Bootstrap Method

The approach taken by Booth et al. (1994) entails generating pseudo-popula-
tions. A pseudo-population is an estimated version of the target population,
obtained by taking dk copies of each element from the original sample, where
dk = 1/πk is the inclusion weight. Bootstrap resamples are drawn by applying
the original sampling design to the pseudo-population, and a replicate of
the original estimator is calculated from each bootstrap resample. Finally,
estimates of the accuracy of the original estimator, such as its variance or
confidence intervals, are obtained from the distribution of these replicates,
analogous to the classical bootstrap method.

In general dk need not be an integer, which makes it necessary to round the
inclusion weights. Writing dk = bdkc + ϕk (with ϕk ∈ [0, 1)), a stochastic
form of rounding is used that rounds dk down to bdkc with probability 1−ϕk,
and up to bdkc + 1 with probability ϕk

3. In order to eliminate the effect of
the stochastic rounding on the outcome of the bootstrap method, multiple
pseudo-populations can be formed, each based on a different rounding of the
inclusion weights.

The diagram in Figure 5.2 summarises the bootstrap method. In this de-
scription, B denotes the number of constructed pseudo-populations and C
the number of replicates computed from each pseudo-population. The total
number of bootstrap replicates equals B × C. Suitable values of B and C
are discussed in Section 4.

Following results of Chauvet (2007), a single pseudo-population could also be
used as an approximation of the above-mentioned approach. Using a single
pseudo-population is, as one would expect, less computer-intensive and faster
than using multiple pseudo-populations. The bootstrap method with a single
pseudo-population is obtained as a special case of the algorithm in Figure 5.2
with B = 1, so that Steps 1 to 3 are only run once. Note that compared to
the multiple pseudo-population approach, a higher value of C is now needed
to achieve convergence of the Monte Carlo approximation. In the simulation
study in Section 4, both the multiple and single pseudo-population approach
are investigated.

In the above algorithm we have not defined which estimator is used specif-

3This stochastic rounding can be executed in different ways. Kuijvenhoven and Scholtus
(2010) apply Fellegi’s method for consistent rounding directly to the inclusion weights.
Booth et al. (1994) and Chauvet (2007) round the weights implicitly, by taking bdkc copies
of each element from the original sample and then drawing an additional subsample from
the original sample using the drawing probabilities ϕk.
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Figure 5.2. A bootstrap algorithm for finite population sampling.

Step 1 Writing dk = bdkc+ϕk, define a random inflation weight
δk = bdkc with probability 1 − ϕk and δk = bdkc + 1
with probability ϕk. Generate a pseudo-population Û
by taking δk copies of each element k from the original
sample s.

Step 2 Draw a sample s∗ from Û with the original sample de-
sign. That is, for j ∈ Û there is an inclusion probability
π∗j ∝ πk, if j is a copy of k ∈ s, where the π∗j are scaled so
that

∑
j∈Û π

∗
j equals the original sample size. For each

bootstrap resample, compute the replicate θ̂∗ = t(s∗, R),
where t(.) denotes the algorithm such that θ̂ = t(s, R).

Step 3 Step 2 is repeated C times to obtain replicates
θ̂∗1, . . . , θ̂

∗
C . From these replicates, compute:

vboot =
1

C − 1

C∑
c=1

(
θ̂∗c − θ̂∗

)2

θ̂∗ =
1

C

C∑
c=1

θ̂∗c

Step 4 Steps 1 to 3 are repeated B times to obtain
v1
boot, · · · , vBboot. The estimated variance of the original

estimator is

vboot(θ̂) =
1

B

B∑
b=1

vbboot.

ically. In fact, a different choice of t(.) is used in Step 2 of the algorithm,
depending on the estimator. For the estimators from Section 5.2.2, we define
the following expressions for the bootstrap replicate θ̂∗ = t(s∗, R):
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t1(s∗, R) =
∑
j∈s∗

w∗1jy
∗
j

t2(s∗, R) =
∑
k∈UR

zk +
∑
j∈s∗R

(y∗j − z∗j ) +
∑
j∈s∗NR

w∗2jy
∗
j

t3(s∗, R) =
∑
j∈s∗R

w∗3Rjy
∗
j +

∑
j∈s∗NR

w∗3NRjy
∗
j

In these expressions the following notation is used: s∗R and s∗NR denote the
parts of the resample that consist of copies of elements from sR and sNR,
respectively; y∗j and z∗j are by definition equal to yk and zk if j is a copy of
k; w∗.j denotes a regression weight obtained from the bootstrap resample by
applying the same regression model that led to w.k in the original sample.
Thus for each bootstrap resample a new set of regression weights is obtained.
In this manner the effect on the variance of the estimator due to weighting
is taken into account.

Due to nonresponse only a part of the original sample is usually observed in
practice. Note that with nonresponse present also nonrespondents are du-
plicated in the pseudo-population. Therefore, nonresponse will also occur in
the bootstrap resamples, namely when copies of original nonrespondents are
drawn. Canty and Davison (1999) argue that the bootstrap is valid, provided
that the same weighting model that was used to correct for nonresponse in
the original sample is also applied to each bootstrap resample, under the as-
sumption that the weighting model indeed explains nonresponse behaviour.
Through this approach, each weighted bootstrap resample will correctly rep-
resent the original population. Shao and Sitter (1996) use a similar approach,
but they impute data for nonrespondents instead of weighting.

5.4 Simulation Study

In this section, we assess the correctness of the bootstrap method from Sec-
tion 5.3.2 in a simulation study. For this simulation, we used a small subset
of the Dutch Educational Attainment File (EAF) as our target population.
The EAF contains information on the highest attained education level of
persons living in the Netherlands. Moreover, the EAF can be linked to other
files containing background variables for these persons. The information on
educational attainment is obtained from the Dutch educational registrations
and from the Labour Force Survey. For persons that are present in more
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than one source, the scores for education levels in different sources are com-
pared and one of the values is chosen (usually the highest one). This process
is called harmonisation. We refer to Linder and Van Roon (2011) for more
details on the EAF.

As our target population we selected a subset of 49647 persons aged over 14
years4 from the EAF. For the purpose of this simulation study, the file con-
taining the records of these 49647 persons was considered to be a complete
enumeration of the target population. In this target population, register in-
formation was available for 8904 persons, so the size of UR was 8904. The
remaining 40743 persons, for which no register information was available,
constituted the subpopulation UNR. It is noted that for persons in UR, the
education level from the register may differ from the final, harmonised educa-
tion level. Using the notation from Section 5.2, the true value yk corresponds
to the harmonised education level and the register value zk corresponds to
the unharmonised education level from the register. For the purpose of the
simulation study, differences between these two values were considered to be
caused by errors in the register.

Next, we drew samples from our target population and used these samples,
together with UR, to estimate certain parameters of the target population.
Since the true values of these target parameters were also known in this study,
the theoretical accuracy of the survey estimators could be measured directly.
We also computed estimates of accuracy using the bootstrap method, and
compared these with the theoretical accuracy. In order to comply with the
assumption from Section 5.2.1 that measurement errors only occur in the reg-
ister, for the purpose of this simulation study, we always took the harmonised
education levels as observed data in our samples.

A stratified simple random sampling design was used to draw the samples,
where the stratification was by Sex (values: Male and Female) and Age
(values: Young, Middle, and Old). The total sample size equaled 3615. The
sampling fractions were: 30% for the two strata with Age = Young, 6% for
the two strata with Age = Middle, and 3% for the two strata with Age =
Old. These sampling fractions were chosen such that the corresponding dk
had large non-integer parts: the inclusion weights were 3 1/3, 16 2/3, and
33 1/3 for young persons, middle-aged persons, and old persons, respectively.
Thus, we expected to see a relatively large effect of the stochastic rounding
on the outcome of the bootstrap method.

4The education levels are sometimes deductively imputed for persons younger than 15
years, so these cannot be considered as typical register or sample data.



5.4 Simulation Study 113

The education levels come from a hierarchic classification. The highest level
of the classification consists of five codes, ranging from primary education
(code 1) to education leading to a master’s degree or higher (code 5). In
this simulation study, we estimated the number of persons with educational
attainment code 3 (which corresponds to the second stage of secondary edu-
cation) in each stratum. These parameters can be seen as population totals
of suitably defined binary variables. Table 5.1 displays the actual values in
the target population.

We used the three estimators (5.4), (5.5), and (5.9) from Section 5.2 to
estimate the target parameters. The regression weights w1k, w2k, and w3NRk

were obtained using the following linear model:

Region(5)× Age(3) + Region(5)× Sex (2)×Marital Status(3),

where the number in brackets denotes the number of classes for each auxiliary
variable.

The true statistical properties of the three estimators were approximated by
drawing 20000 samples from the target population. Table 5.1 displays the
approximate standard errors of the three estimators based on these 20000
realisations. Since estimator 2 is known to be potentially biased, Table 5.1
also shows the approximate relative bias of this estimator based on 20000
realisations. As the target population was completely known, the theoretical
bias of estimator 2 could also be calculated directly from expression (5.8),
which led to similar values.

It can be seen that the register count overestimates the number of persons
with educational attainment code 3. This bias is caused by the fact that for
some persons with educational attainment code 4, not all forms of education
attained by these persons have been properly registered, so that the reported
educational attainment code 3 in the register is too low by mistake. Of course,
this effect could be neutralised by the presence of persons with an actual
educational attainment code 3 who are registered with a lower educational
attainment code, but apparently the latter type of error occurs less often, so
that the net result is a positive bias. The bias is much larger for the strata
of young persons than for the other strata, because, as mentioned in Section
5.2.1, older persons are underrepresented in the register. In fact, hardly any
register information is available from the strata of old persons, so that the
three estimators are actually almost identical for these strata (which explains
why the standard errors are more or less equal).
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Table 5.1. Target parameters, standard errors, and relative bias based on 20000 simulations. Abreviations:
YM = Young Males, MM = Middle-Aged Males, OM = Old Males, YF = Young Females, MF = Middle-
Aged Females, OF = Old Females.

YM MM OM YF MF OF

target parameters
1178 4459 4423 1164 5386 3880

standard errors (with full response)
estimator 1 49 203 298 48 208 293
estimator 2 36 186 297 36 190 291
estimator 3 40 190 297 38 193 291

relative bias (with full response)
estimator 2 +12% +3% +0% +7% +2% +0%

standard errors (with nonresponse)
estimator 1 58 241 349 57 248 341
estimator 2 42 223 347 43 229 339
estimator 3 47 227 347 45 231 339

relative bias (with nonresponse)
estimator 2 +13% +3% −0% +8% +1% −1%

For the above-mentioned results it was assumed that all persons responded
when sampled. It is more realistic to assume that some nonresponse occurs in
the sample. To keep matters simple, we adopted the so-called fixed response
model (Bethlehem et al., 2011), whereby each person in the target population
either always responds or never responds when sampled. Response indicators
were randomly assigned to the persons in the target population, in such a way
that the weighting model in Region, Age, Sex, and Marital Status explained
most of the nonresponse behaviour. The last two sections of Table 5.1 show
the approximate standard errors of the three estimators and the relative bias
of estimator 2 with nonresponse, again based on 20000 realisations.

The approximate standard errors in Table 5.1 serve as a benchmark for the
bootstrap results to be discussed below.

In order to apply the bootstrap method proposed in Section 5.3.2, suitable
values for B and C had to be chosen. Chauvet (2007) reported results based
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Table 5.2. Standard errors from the bootstrap method with multiple pseudo-populations (average of 20
realisations). In brackets the relative standard deviation of the 20 realised values.

YM MM OM YF MF OF

standard errors (with full response)
estimator 1 50 203 299 49 212 289

(4%) (2%) (2%) (3%) (2%) (3%)
estimator 2 37 188 297 38 195 289

(7%) (2%) (2%) (6%) (2%) (3%)
estimator 3 40 192 297 40 198 289

(6%) (2%) (2%) (5%) (2%) (3%)

standard errors (with nonresponse)
estimator 1 60 244 350 59 250 339

(9%) (2%) (3%) (4%) (2%) (4%)
estimator 2 45 230 347 47 233 337

(9%) (3%) (3%) (9%) (3%) (3%)
estimator 3 49 233 347 49 237 337

(8%) (2%) (3%) (9%) (3%) (3%)

on B = 100 and C = 30 for the multiple pseudo-population approach, and
C = 1000 for the single pseudo-population approach. In contrast to Chauvet
(2007), we considered only variance estimates and not the estimation of boot-
strap confidence intervals in this study. It is acknowledged in the bootstrap
literature that, compared to the estimation of confidence intervals, a smaller
number of replicates suffices for variance estimation. Therefore, to limit the
amount of computational work, we chose B = 50 and C = 30 for the mul-
tiple pseudo-population approach in this simulation study. For the single
pseudo-population approach, we chose C = 1000.

Table 5.2 reports the estimated standard errors for the three estimators ob-
tained from the bootstrap method with multiple pseudo-populations, both
without and with nonresponse. To trace the sampling variability of the boot-
strap estimates, these results were based on 20 realisations of the bootstrap
method, and Table 5.2 shows both the mean and the relative standard de-
viation of 20 bootstrap estimates. Similar results for the bootstrap method
with a single pseudo-population are reported in Table 5.3.

These results do not exhibit large differences between the multiple and single



5.4 Simulation Study 116

pseudo-population approaches. The estimated standard errors are in both
cases close to the approximate true values from Table 5.1, with a tendency to
slightly overestimate the standard errors in most strata. The relative stan-
dard deviations of the bootstrap estimates are small and the two approaches
perform about equally well in this respect also. The similar performance
of the multiple and single pseudo-population approaches seen here is in line
with results reported by Chauvet (2007) in a simulation study involving an
artificial population of normally distributed data.

Table 5.3. Standard errors from the bootstrap method with a single pseudo-population (average of 20
realisations). In brackets the relative standard deviation of the 20 realised values.

YM MM OM YF MF OF

standard errors (with full response)
estimator 1 50 205 297 50 209 290

(5%) (2%) (3%) (4%) (2%) (3%)
estimator 2 37 189 295 38 192 289

(6%) (3%) (3%) (6%) (2%) (3%)
estimator 3 41 193 295 41 195 290

(6%) (3%) (3%) (5%) (2%) (3%)

standard errors (with nonresponse)
estimator 1 59 246 349 59 248 337

(7%) (3%) (3%) (4%) (3%) (4%)
estimator 2 45 230 346 47 232 335

(8%) (3%) (3%) (8%) (3%) (4%)
estimator 3 49 235 346 49 235 335

(7%) (3%) (3%) (7%) (3%) (4%)

For the stratified simple random sampling design used in this simulation
study, a practical alternative method for estimating the variance of a regres-
sion estimator is to apply Taylor linearisation (Särndal et al., 1992; Knot-
tnerus, 2003). For estimator 1, the following variance estimator is readily
found in the literature:

V̂(θ̂1y) =
H∑
h=1

N2
h

(
1− nh

Nh

)
s2
ε̂1h

nh
,

where H denotes the number of strata (in this case: H = 6), Nh and nh
denote the population and sample size in stratum h, and s2

ε̂1h
is the sample
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variance of the residuals of the fitted regression model. A similar expression
is found for estimator 3, since we already noted that this estimator can
be written in the same form as estimator 1. For estimator 2, we used the
following variance estimator:

V̂(θ̂2y) =
H∑
h=1

N2
h

(
1− nh

Nh

)
s2
u1h

+ s2
u2h
− 2su1hu2h

nh
,

with

u1hk =

{
(yhk − zhk)nh/Nh if k ∈ sR

0 if k ∈ sNR
and

u2hk =

{
0 if k ∈ sR
ε̂2hk if k ∈ sNR

Here, su1hu2h denotes the sample covariance of u1 and u2 in stratum h. This
formula is obtained from the derivation given in appendix C below expression
(C.3), for the particular case of stratified simple random sampling and the
deterministic error model. In addition, the population (co)variances have
been estimated by their sample equivalents.

Table 5.4 reports the results of 20 realisations of the linearisation method.
In contrast to the bootstrap method, it is seen that the linearisation method
tends to underestimate the standard errors, and this effect becomes more
pronounced in the situation with nonresponse. On the other hand, the lin-
earisation method appears to be less sensitive to sampling variability, since
the relative standard deviations of the 20 realisations are mostly smaller than
for the bootstrap method.

To conclude, we give some information on the practical execution of the
above simulation study. Most of the computational work for the bootstrap
method was done in Blaise, a survey processing system developed at Statistics
Netherlands. The bootstrap method was implemented as a series of so-called
Manipula setups in Blaise, and the Blaise weighting tool Bascula was used to
compute the regression weights. Finally, the statistical software R was used
to compile and analyse the results of the simulation study. The estimated
standard errors for the linearisation method were also calculated in R.
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Table 5.4. Standard errors from the linearisation method (average of 20 realisations). In brackets the
relative standard deviation of the 20 realised values.

YM MM OM YF MF OF

standard errors (with full response)
estimator 1 48 200 294 47 206 284

(2%) (1%) (1%) (2%) (< 1%) (2%)
estimator 2 33 184 292 34 187 282

(2%) (1%) (1%) (2%) (1%) (2%)
estimator 3 37 187 292 37 190 282

(2%) (1%) (1%) (2%) (1%) (2%)

standard errors (with nonresponse)
estimator 1 56 229 343 56 235 325

(2%) (1%) (2%) (2%) (1%) (2%)
estimator 2 39 211 340 40 213 323

(2%) (1%) (2%) (2%) (1%) (3%)
estimator 3 43 214 339 43 216 322

(2%) (1%) (2%) (2%) (1%) (2%)

5.5 Discussion

In this paper, we have described different estimators based on a combination
of register data and sample data, and we have introduced a bootstrap method
for assessing the variance of these estimators. Moreover, the performance of
the bootstrap method was examined in a simulation study, using realistic
data from the Dutch Educational Attainment File. The results of this sim-
ulation study show that the bootstrap provides valid variance estimates for
estimators based on combined data, and that the quality of the bootstrap
estimates compares favourably to an alternative method based on linearisa-
tion. It also appears from the study that the bootstrap method with a single
pseudo-population is not outperformed by the multiple pseudo-population
approach, although the latter has a more sound theoretical basis (Chau-
vet, 2007). The single pseudo-population approach is less complex than the
multiple pseudo-population approach and, in principle, requires less compu-
tational work. However, in practice both approaches require the computation
of a similar number of replicates; in our simulation study, the total number
of replicates BC equals 1500 for the multiple pseudo-population approach
and 1000 for the single pseudo-population approach.
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Given a combination of register data and sample survey data, there are of
course many different estimators that one could consider. In this paper
we have only treated three such estimators. Another interesting estimator,
suggested by De Heij (2011), is the following:

θ̂4y =
∑
k∈UR

zk +
∑
k∈sR

yk − zk
πk

+
∑
k∈sNR

w4kyk,

with w4k a regression weight, defined analogously to w2k. Like our additive
estimator θ̂2y, this estimator uses a regression estimator for UNR and an ad-
justed register total for UR, where the adjustment is based on information
from sR. In θ̂2y the adjustment term only corrected the observed individ-
ual errors in the overlap. Consequently, as was confirmed in the simulation
study, this estimator is stable but it may have a large bias. In θ̂4y, the ad-
justment term is based on a Horvitz-Thompson estimate of the total error in
the register. This approach has the advantage that it leads to an asymptot-
ically unbiased estimator, unlike θ̂2y. On the other hand, the variance of the
adjustment term – and hence of the estimator as a whole – might be large.
It would be interesting for a future study to compare the performance of θ̂4y

and the other estimators in practical situations.

The bootstrap method described here only considers the variance due to
sampling and treats the observed register data as fixed. In Section 5.2.1
we considered a general measurement error model for register values, which
includes the possibility of stochastic errors in the register. From a theoretical
point of view, it might be an interesting topic for future research to extend the
bootstrap method so that it can also be used when the errors in the register
are of a stochastic nature. However, a practical application of this theory
would require accurate estimates of the model parameters λk, µk, and σ2

k,
and these might be difficult to obtain if sR is our only source of information.

Another assumption made in this paper is that the target variable is observed
without error in the sample survey, or, if errors do occur, that the effect of
these errors on the estimates is negligable compared to the sampling variance.
It may be of interest to relax this assumption and to also assume a model
for measurement errors in the sample survey. Note that this implies that
more complex estimators are needed, because we can no longer simply use
the sample data to correct errors in the register data.



Chapter 6
Models and algorithms for
micro-integration

Jeroen Pannekoek1

6.1 Introduction

Many statistical institutes aim to increase the use of administrative sources
for producing there statistical outputs. The advantages of the use of admin-
istrative sources have often been spelled out: the costs involved with using
administrative data is much less than the costs of conducting a survey, the
amount of data of administrative sources is usually much larger than what
could reasonably be obtained by a survey and the re-use of already existing
data decreases the response burden. However, in many cases the administra-
tive sources alone do not contain all the information that is needed to produce
the detailed statistics that national statistical offices are required to produce.
For example, administrative sources can be sufficient to produce the short
term business statistics with only a few variables (mainly turnover) but for
the yearly structural business statistics with close to a hundred variables,
much more information is needed then can be obtained from administrative
sources. For such more detailed statistics additional surveys are conducted.

In this paper we consider business statistics based on different sources. A few
main variables can be obtained from reliable administrative sources and ad-
1Statistics Netherlands, PO Box 24500, 2490 HA The Hague, The Netherlands. E-mail:

jpnk@cbs.nl. Remark: The views expressed in this paper are those of the author and do
not necessarily reflect the policies of Statistics Netherlands.
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ditional more detailed variables are obtained by surveys that can be linked
to the administrative data. For business statistics, there are many logical
relations between the variables (also known as edit-rules or edit-constraints).
The linked records do not necessarily respect the edit rules and a micro-
integration step is necessary to integrate the different pieces of information,
the data sources and the edit-constraints, to arrive at consistent integrated
micro-data. We will investigate ways to reconcile the possibly conflicting
information and emphasize the assumptions underlying these methods.

In section 6.2 of this paper the problem of adjusting micro-data such that
a consistent integrated record results is illustrated by an example. In section
6.3 the different adjustment models are described and these methods are
illustrated by a numerical example in section 6.4 In section 6.6 the choice of
variables and the addition of edit-rules to better preserve the structure of the
data is briefly discussed. Section 6.7 extends the methods to adjustment to
multiple sources and inclusion of soft edit constraints. An algorithm that can
be used to implement the adjustment procedures of this paper is described
in Appendix D.

6.2 The adjustment problem for micro-data

To illustrate the adjustment problem at micro-level, we consider the follow-
ing situation that arises in business statistics. There is information on some
key variables available from reliable administrative data. Let these variables
be the total turnover (Turnover), the number of employees (Employees) and
the Total costs. These variables are used to compile the short term economic
statistics (STS) and are published quarterly as well as yearly. The yearly
structural business statistics (SBS), requires much more detail and this more
detailed information is not available from registers. Therefore, a sample sur-
vey is conducted to obtain the additional details. The situation then arises
that for the key variables, two sources are available for each respondent:
the register value and the survey value. As an example, consider the fol-
lowing business record with eight variables. For three variables, Employees,
Turnover and Total Costs, both register and survey values are available and
for the other variables only survey values are obtained.

Besides the data from the survey and the register(s), other knowledge on
the values in the record is available in the form of logical relations between
variables and the fact that all values, except Profit, should be non-negative.
The logical relations, also called edit-rules, for this record can be formulated
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Table 6.1. Example Business record with data from two sources

Variable Name Sample Value Register Value
x1 Profit 330
x2 Employees (Number of employees) 20 25
x3 Turnover main (Turnover main activity) 1000
x4 Turnover other (Turnover other activities) 30
x5 Turnover (Total turnover) 1030 950
x6 Wages (Costs of wages and salaries) 200
x7 Other costs 500
x8 Total costs 700 800

as:

a1: x1- x5+ x8= 0 (Profit = Turnover – Total Costs)

a2: x5- x3- x4= 0 (Turnover = Turnover main + Turnover other)

a3: x8- x6- x7= 0 (Total Costs = Wages + Other costs)

These restrictions can be formulated in matrix notation as

Ax = 0

with the rows of A corresponding to the restrictions a1 – a3, so A is given
by

A =

 1 0 0 0 −1 0 0 1
0 0 −1 −1 1 0 0 0
0 0 0 0 0 −1 −1 1


Now, we need to combine the different pieces of information, survey values,
register values and edit-rules, to obtain a record such that

1. the record contains the register values for variables for which these are
available and

2. the record satisfies the edit constraints.

To obtain such a record, we start by replacing the survey values with the
register values when these are available. Let the values of the resulting record
be denoted by the vector x0. This record will, in general, not satisfy the
second requirement.

One possible strategy to solve the consistency problem is to adjust the survey
values, as little as possible, such that the edit-rules are satisfied. If the
resulting adjusted record is denoted by x̃, this adjustment problem can be
formulated as:
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x̃ = arg minxD(x,x0)
s.t. Ax̃ = 0

,

with D(x,x0) a function measuring the distance or deviance between x and
x0. In the next section we will consider different functions D for the adjust-
ment problem. In addition to the equality constraints, we also often have
inequality constraints, the simplest of which is the non-negativity of most
economic variables. Other inequality constraints arise, for instance, when it
is known that Wages should not be less than a certain factor fmin (the min-
imum wage) times Employees. To also include linear inequality constraints
the adjustment problem can be extended as

x̃ = arg minxD(x,x0).
s.t. A1x̃ = 0 and A2x̃ ≤ 0

(6.1)

For ease of exposition we will write the constraints in (6.1) more compactly
as Ax̃ ≤ 0.

In the minimization problems above, it is tacitly assumed that the register
values are not to be changed and so the minimization is over the survey
variables in x only. Similarly, the adjustment models in the next paragraph
apply only to the the values that are adjusted and not to the fixed register
values. In Appendix D this distinction is made more explicit. In section 6.6
we consider situations where the distinction between fixed and adjustable
values does not coincide with the distinction between register and survey
values but values of both sources can be adjusted.

6.3 Loss-functions and adjustment models

The conditions for a solution to the problem formulated in (6.1) can be found
by inspection of the Lagrangian for this problem, which can be written as

L(x,α) = D(x,x0) +
∑
k

αk

(∑
i

akixi

)
, (6.2)

with α a vector of Langrange multipliers, one for each of the constraints
k, aki the element in the k -th row (corresponding to constraint k) and i -th
column (corresponding to variable xi) of the restriction matrix A and D(x,
x0) a loss-function measuring the distance or discrepancy between x and x0.
From optimisation theory it is well known that for a convex function D(x,
x0) and linear (in)equality constraints, the solution vector x̃ must satisfy



6.3 Loss-functions and adjustment models 124

the so-called Karush-Kuhn-Tucker (KKT) conditions (see, e.g. Luenberger,
1984). One of these conditions is that the gradient of the Lagrangian w.r.t.
x is zero, i.e.

L′xi(x̃i,α) = D′xi(x̃i,x0) +
∑
k

αkaki = 0, (6.3)

with L′xi the gradient of L w.r.t. x and D′xi the gradient of D w.r.t. x.
From this condition alone, we can already see how different choices for D
lead to different solutions to the adjustment problem. Below we shall con-
sider three familiar choices for D, Least Squares, Weighted Least Squares
and Kullback-Leibler divergence, and show how these different choices re-
sult in different structures of the adjustments, which we will refer to as the
adjustment models.

6.3.1 Least Squares (LS)

First, we consider the least squares criterion to find an adjusted x-vector
that is closest to the original unadjusted data, that is:

D(x,x0) = 1
2
(x− x0)T (x− x0),

is the Least Squares (LS) criterion, D′xi(x̃i,x0) = x̃i − x0,i, and we obtain
from (6.3)

x̃i = x0,i +
∑
k

akiαk (6.4)

This shows that the least squares criterion results in an additive structure for
the adjustments: the total adjustment to variable xo,i decomposes as a sum of
adjustments to each of the constraints k. Each of these adjustments consists
of an adjustment parameter αk that describes the amount of adjustment due
to constraint k and the entry aki of the constraint matrix A pertaining to
variable i and constraint k (with values 1,-1 or 0) that describes whether
variable xo,i is adjusted by αk, −αk or not at all.

For variables that are part of the same constraints and have the same value
aki, the adjustments are equal and the differences between adjusted variables
are the same as in the unadjusted data. In particular, this is the case for
variables that add up to a fixed total, given by a register value, and are not
part of other constraints.
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6.3.2 Weighted Least Squares (WLS)

For the weighed least squares criterion,

D(x,x0) = 1
2
(x− x0)TDiag(w)(x− x0),

with Diag(w) a diagonal matrix with a vector with weights along the diag-
onal, we obtain from (6.3)

x̃i = x0,i +
1

wi

∑
k

akiαk. (6.5)

Contrary to the least squares case where the amount of adjustment to a con-
straint is equal in absolute value (if it is not zero) for all variables in that
constraint, the amount of adjustment now varies between variables according
to the weights: variables with large weights are adjusted less than variables
with small weights.

For variables that are part of the same constraints and have the same value
aki, the adjustments are equal up to a factor 1/wi and the differences of the
weighted adjusted variables are the same as in the unadjusted data wix̃i −
wjx̃j = wix0,i − wjx0,j.

The weighted least squares approach to the adjustment problem has been
applied by Thomson et al. (2005) in the context of adjusting records with
inconsistencies caused by imputation. Some of the variables were missing
and the missings were filled in by imputed values without taking care of edit
constraints. This caused inconsistencies that were resolved by minimal ad-
justments, in principle to all variables, observed or imputed, according to the
WLS-criterion. They used weights of 10,000 for observed values and weights
of 1 for imputed values. Effectively, this means that if a consistent solution
can be obtained by changing only imputed variables, this solution will be
found. Otherwise (some of the) observed variables will also be adjusted.

One specific form of weights that is worth mentioning is obtained by setting
the weight wi equal to 1/x0,i resulting, after dividing by x0,i in the adjustment
model

x̃i
xo,i

= 1 +
∑
k

akiαk, (6.6)

which is an additive model for the ratio between the adjusted an unadjusted
values. It may be noted that the expression on the right-hand side of (6.6)
is the first-order Taylor expansion (i.e. around 0 for all the αk’s) to the
multiplicative adjustment given by
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x̃i
xo,i

=
∏
k

(1 + akiαk) (6.7)

From (6.6) we see that the αk’s determine the difference from 1 of the ratio
between the adjusted and unadjusted values, which is usually much smaller
than unity in absolute value (e.g. an effect of 0.2 implies a 20% increase
due to adjustment which is large in practice). The products of the αk’s are
therefore often much smaller than the αk’s themselves, in which cases (6.6)
becomes a good approximation to (6.7), i.e. the corresponding WLS adjust-
ment is roughly given as the product of the constraint-specific multiplicative
adjustments.

6.3.3 Kullback-Leibler divergence (KL)

The Kullback-Leibler divergence measures the difference between x and x0

by the function DKL =
∑

i xi(lnxi − lnx0,i − 1). It can be shown that for
this discrepancy measure, the adjustment model takes on the following form

x̃i = xi ×
∏
k

exp (−aikαk) . (6.8)

In this case the adjustments have a multiplicative form and the adjustment
for each variable is the product of adjustments to each of the constraints.
The adjustment factor γk = exp(−aikαk) in this product represents the ad-
justment to constraint k and equals 1 for aik is 0 (no adjustment), 1/γk for
aik is 1 and the inverse of this factor, γk, for aik is -1.

For variables that are part of the same constraints and have the same value
aki, the adjustments factors are equal and the ratios between adjusted vari-
ables are the same as between the unadjusted variables, x̃i/x̃j = x0,i/x0,j.

6.4 Numerical illustrations

The different methods (LS, WLS and KL) have been applied to the example
record. For the WLS method we used as weights the inverse of the x0-values
so that the relative differences between x and x0 are minimized and the
adjustments are proportional to the size of the x0-values. The results for the
different methods are in table 6.2. The register values that are treated as
fixed are shown in bold, the other values may be changed by the adjustment
procedure.
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The LS adjustment procedure leads to one negative value, which is not al-
lowed for this variable. Therefore the LS-procedure was run again with a non-
negativity constraint added for the variable Turnover other. This results sim-
ply in a zero for that variable and a change in Turnover main to ensure that
Turnover = Turnover main + Turnover other. Without the non-negativity
constraint, the LS-results clearly show that for variables that are part of the
same constraints (in this case the pairs of variables x3, x4 and x6, x7 that are
both appearing in one constraint only), the adjustments are equal: -40 for
x3, x4 and +50 for x6, x7.

The WLS procedure with weights equal to the inverse of the original values
and the KL procedures lead to the same solution. It can shown analytically
that this should be the case for this simple example. In general, with this
weighting scheme, the solutions should be similar but not identical. It is clear
that for the WLS/KL solution, the adjustments are larger for large values of
the original record than for smaller values. In particular, the adjustment to
Turnover other is only -2.3, so that no negative adjusted value results in this
case, whereas the adjustment to Turnover main is 77.7. The multiplicative
nature of these adjustments (as KL-type adjustments) also clearly shows since
the adjustment factor for both these variables is 0.92. The adjustment factor
for Wages and Other costs is also equal (to 1.14) because these variables are
in the same single constraint and so the ratio between these variables is
unaffected by this adjustment.

Table 6.2. Example business record and adjusted values

Variable Name Sample/Register Value Adjusted value
LS LS non-negative WLS/KL

x1 Profit 330 150 150 150
x2 Employees 25 25 25 25
x3 Turnover main 1000 960 950 922
x4 Turnover other 30 -10 0 28
x5 Turnover 950 950 950 950
x6 Wages 200 250 250 228
x7 Other costs s 500 550 550 571
x8 Total costs 800 800 800 800

6.5 Other solutions for adjusting the sample
data

The current solutions all use no more information then the data from the
survey and register and the edit rules. Other knowledge about the relations
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between variables is not taken into account and, as a consequence, these re-
lations may be distorted by the adjustment process. Below we give two ways
of using substantive knowledge to improve the preservation of the relations
between variables; by the choice of variables to be adjusted and by adding
edit rules. In these approaches, the minimization problem is not changed. In
section 6.7 other ways to use additional are proposed, by slightly modifying
the objective function.

6.5.1 Adjusting fewer variables

Thus far, in the solution to the minimal adjustment problem, all survey
variables appearing in any of the constraints could be adjusted. However,
it is not necessary for the solution of the inconsistency problem to adjust
all these variables. Variables that are not related to the variables from the
register, should preferably not be adjusted.

For example, imputation models for the structural business statistics at
Statistics Netherlands use, for most variables, Turnover as a predictor. How-
ever, it turned out that for some variables related to Employment, such as
Wages, Turnover is not a good predictor. When available Employment would
obviously be a good predictor but even a stratum mean or a historical value
is better fort these variables.

Because of the weak relation between Wages and Turnover one can choose,
in the adjustment procedure, not to adjust Wages and let the adjustment to
Costs other alone take care of satisfying the edit rule a3.

6.5.2 Adding edit rules

Variables that do not appear in any edit-rules will not be adjusted. This
can distort relations between the variables that are in the edit rules and the
variables that are not. One way to remedy this problem is to add extra edit
rules. An example is the variable Employment that is in none of the edit
rules. However, if Wages changes it seems reasonable to let Wages change
also. This can be accomplished by adding the edit rule

Employment = 10 × Wages,

which reflects the ratio of these two variables observed in the sample. How-
ever, since this ratio is an estimate from a sample one may allow some devia-
tion from this edit-rule by restricting the value of Employment to an interval

12 × Wages ≥ Employment≥ 8 × Wages.
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Probably better ways to deal with the problem of variables that do not appear
in edit rules will be discussed in section 6.7.

6.6 Adjusting to multiple sources and using
soft constraints

In this section we consider the possibilities for further modelling of the adjust-
ment problem by using, simultaneously, information from multiple sources.
First, we consider the situation that both register and survey values are
considered to provide information for the final adjusted consistent estimates
rather than discarding survey values for which register values are available.
Then we show that the approach used to combine information from multiple
sources can be viewed as using, in addition to the ”hard” constraints that are
to be satisfied exactly, also ”soft” constraints that only need to be fulfilled
approximately.

6.6.1 Adjusting to both survey and register values

So far we considered the case where one of the sources (the administrative
one) provides the reference values that are considered to be the correct ones
and these values replace the values of the corresponding survey variables.
Another situation arises when both data sources are considered to be fallible.
In this situation we do not want to discard the data from one of the sources
but we consider both sources to provide useful information on the variables of
interest. This means that in the final consistent estimated vector we should
not simply copy the values from the register values but obtain adjusted values
that depend on both the survey values and the available register values. The
data from the survey will be denoted by x0,S and the data from the register
by x0,R. In particular, for the example in table 6.1, the data that are used
are the following:

xT0,S=(Profit, Employees, Turnover main, Turnover other, Turnover, Wages,
Other costs, Total costs),

xT0,R=(Employees reg, Turnover reg, Total costs reg).

where the suffix reg is used to distinguish the register variables from their
survey counterparts.

The use of both sources can be accomplished by setting up the loss function
as follows:
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A consistent minimal adjustment procedure based on the information from
the survey values, the register values and the edit rules can be set up by
considering the following constrained optimization problem

x̃ = arg minx{D(x,x0,S) +D(xR,x0,R)}
s.t. Ax ≤ 0

(6.9)

where the vector xR denotes the subvector of x that contains the variables
that are observed in the register. The vectors x and x0,S both contain all
variables and can be partitioned as x = (xT

R̄
,xTR)T and x0,S = (xT

0,SR̄
,xT0,SR)T ,

with R̄ denoting the set of variables not in the register. Using this partition-
ing and the property that the distance functions considered in this paper
are all decomposable in the sense that they can be written as a sum over
variables, (6.9) can be re-expressed as

x̃ = arg minx{D(xR̄,x0,SR̄) +D(xR,x0,SR) +D(xR,x0,R)}
s.t. Ax ≤ 0

. (6.10)

This clearly shows that the values of the variables R that are in both the
register and the survey are adjusted to satisfy the edit constraints and remain
as close as possible to both the register value and the survey value. Note that
variables that are in both the register and the survey will be adjusted, if the
two values are not equal, even if they do not appear in any edit rules, which
is different from the situation considered before.

6.6.2 Soft constraints

The adjustment towards the register values due to a separate component in
the objective function can also be interpreted as adding ”soft” constraints to
the optimization problem. These soft constraints express that x̃R should be
approximately equal to the register values x0,R but need not ”fit” these data
exactly as was required before.

The notion of soft constraints opens up a number of possibilities for further
modelling the adjustment problem. In particular, the hard ratio constraint
on Employment and Wages, used as an example in section 6.6.1 can be
made into a soft constraint by adding to the loss function the component
D (xwages, 10× xemployment). This soft constraint is often more reasonable
then using hard upper and lower bounds on the adjusted value for Em-
ployment and Wages. In fact we can do both, for instance to bound Wages
within certain hard limits and use soft constraints to draw the value of Wages
within these bound towards the expected value of ten times the number of
employees.
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6.7 Conclusions

We have considered procedures to make a linked record, containing variables
obtained from different sources, consistent with edit rules. This can be seen
as integrating information from five different sources:

1. Data from an administrative source;

2. Data from a survey;

3. An assumed model for the differences between the inconsistent linked
record and the consistent adjusted (or integrated) record.

4. Knowledge in the form of logical ”hard” edit constraints;

5. Knowledge in the form of ”soft” edit constraints.

Each of these five pieces of information has its influence on the values in the
resulting integrated record.

When the differences between the survey variables and the register variables
are small measurement errors, the effect of the choice of model will also
be small and therefore unimportant in practice. However, the adjustment
procedure can also be used in other settings where the differences between the
adjusted and unadjusted records are larger and the choice of model becomes
more important.

One such a setting occurs when the data from the survey are missing for
some unit (unit non-response). For large firms with a sampling fraction of
one (the continuing units that are always in the sample), it is customary
to impute for the missing values, for instance with the values for that same
unit on a previous occasion (t-1). If current register values are available for
some variables, these can be used as imputations in stead of the (t-1) values.
This will, however, result in an inconsistent record since it contains values
from two different sources. An adjustment procedure can then be applied to
this record consisting of current register values and (t-1) survey values. The
adjustment model may matter in this case and the model can be seen as part
of the imputation model.

Another setting in which the adjustment model may matter is when one of
the sources is from a different point in time then the other. If we adjust
towards the most recent data, the adjustment model can be seen as part of
an extrapolation procedure and should be chosen with this purpose in mind.



Chapter 7
Macro-integration techniques with
applications to census tables and labor
market statistics

Nino Mushkudiani, Jacco Daalmans and Jeroen Pannekoek1

Macro-integration is widely used for the reconciliation of macro figures, usu-
ally in the form of large multi-dimensional tabulations, obtained from differ-
ent sources. Traditionally these techniques have been extensively applied in
the area of macro-economics, especially in the compilation of the National
Accounts. Methods for macro-integration have developed over the years and
have become very versatile techniques for solving integration of data from
different sources at a macro level. In this paper we propose applications of
macro-integration techniques in other domains than the traditional macro-
economic applications. In particular, we present two possible applications for
macro-integration methods: reconciliation of tables of a virtual census and
combining estimates of labor market variables.

7.1 Introduction

Macro-integration is widely used for the reconciliation of macro figures, usu-
ally in the form of large multi-dimensional tabulations, obtained from differ-
ent sources. Traditionally these techniques have been extensively applied in
the area of macro-economics, especially in the compilation of the National

1Statistics Netherlands, PO Box 24500, 2490 HA The Hague, The Netherlands. E-mail:
nmsi@cbs.nl. Remark: The views expressed in this paper are those of the authors and do
not necessarily reflect the policies of Statistics Netherlands.
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Accounts, for example to adjust input-output tables to new margins (see, e.g.
Stone et al., 1942). Combining different data at the macro level, while taking
all possible relations between variables into account, is the main objective
of reconciliation or macro-integration. Combining different data sources also
makes possible to detect and correct flaws in data and to improve the accu-
racy of estimates. The methods for macro-integration have developed over
the years and have become very versatile techniques for solving integration of
data from different sources at a macro level. In this paper we propose several
new applications of macro-integration techniques in other domains than the
traditional macro-economic applications.

Currently, at Statistics Netherlands, methods for macro-integration are ap-
plied to match quarterly and yearly values of the National Accounts. The
multivariate Denton method (see Bikker and Buijtenhek, 2006) was extended
for this application with ratio restrictions, soft restrictions, inequalities and
variances. Besides a large number of variables, this model can also han-
dle a very large number of restrictions (see Bikker et al., 2010). Another
application of macro-integration at SN uses a Bayesian approach to deal
with inclusion of inequality constraints, for integration of international trade
statistics and transport statistics (see Boonstra et al., 2010).

In this paper we investigate the application of macro-integration techniques
in the following areas:

• Reconciliation of tables for the Census 2011;

• Early estimates for the labor market variables.

The paper is organized as follows: in Section 7.2 we will give a short outline
of macro-integration methods used in this paper, including the extended
Denton method. In Section 7.3, we describe the Census 2011 data problem
for SN and the use of macro-integration for it. In Section 7.4, we will do the
same for the early estimates of labor market variables. The conclusions can
be found in Section 7.5.

7.2 Methods

7.2.1 The macro-integration approach

We consider a set of estimates in tabular form. These can be quantitative
tables such as average income by region, age and gender or contingency
tables arising from the cross-classification of categorical variables only, such
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as age, gender, occupation and employment. If some of these tables have
certain margins in common and if these tables are estimated using different
sources, these margins will often be inconsistent. If consistency is required,
a macro-integration approach can be applied to ensure this consistency.

The macro-integration approach to such reconciliation problems is to view
them as constrained optimization problems. The totals from the different
sources that need to be reconciled because of inconsistencies are collected in
a vector x (xi : i = 1, . . . , N). Then a vector x̂, say, is calculated that is
close to x, in some sense, and satisfies the constraints that ensure consistency
between the totals. For linear constraints, the constraint equations can be
formulated as

Cx̂ = b. (7.1)

where C is a c × N matrix, with c the number of constraints and b a c-
vector. These linear constraints include equality constraints that set the
corresponding margins of tables estimated from different sources equal to
each other as well as benchmarking constraints that set the estimates of
certain margins from all sources equal to some fixed numbers. The equality
constraints are likely to apply to common margins that can be estimated from
different sample surveys but cannot be obtained from a population register,
while the benchmarking constraints are likely to apply when the common
margins can be obtained from register data in which case the fixed numbers
are the values for this margin obtained from the register.

Consider a class of penalty functions represented by (x − x̂)′A(x − x̂),
a quadratic form of differences between the original and the adjusted vectors,
here A is a symmetric, N×N nonsingular matrix. The optimization problem
can now be formulated as:

min
x̂

(x− x̂)′A(x− x̂), with Cx̂ = b.

In the case that A is the identity matrix, we will be minimizing the sum of
squares of the differences between the original and new values:

(x− x̂)′(x− x̂) =
N∑
i=1

(xi − x̂i)2.

To solve this optimization problem, the Lagrange method can readily be
applied. The Lagrangian is

L = (x− x̂)′A(x− x̂)− λ′(Cx̂− b) (7.2)
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with λ a vector with Lagrange multipliers. For an optimum, we must have
that the gradient of L(λ, x̂) with respect to x̂ is zero. This gradient is:

∂L

∂x̂
= −2(x− x̂)′A−C′λ = 0

and hence,

2(x− x̂) = −A−1C′λ. (7.3)

By multiplying both sides of this equation with C and using equation (7.1)
we obtain for λ:

λ = −2(CA−1C′)−1(Cx− b),

where CA−1C′ is a square matrix that is nonsingular as long as there are no
redundant constraints. Substituting this result in (7.3) leads to the following
expression for x̂:

x̂ = x−A−1C′(CA−1C′)−1(Cx− b). (7.4)

7.2.2 Comparison with the GREG-estimator

In survey methodology it is common to make use of known marginal totals
of variables that are also measured in the survey by the use of calibration
or generalized regression (GREG) estimation, (see Särndal C., Swensson B.
and Wretman J., 1992). Following Boonstra H.J., (2004), we will compare
in this subsection the GREG-estimator with the adjusted estimator given by
(7.4) for the estimation of contingency tables with known margins.

The situation in which calibration or GREG-estimation procedures can be
applied is as follows. There is a target variable y, measured on a sample of
n units, for which the population total, xy say, is to be estimated. Further-
more, there are measurements on a vector of q auxiliary variables on these
same units for which the population totals are known. For the application
of the GREG-estimator for the total of y, first the regression coefficients for
the regression of y on the auxiliary variables are calculated. Let the mea-
surements on y be collected in the n-vector y with elements yi, (i = 1, . . . , n),
and the measurements on the auxiliary variables in vectors zi and let Z be
the n× q matrix with the vectors zi as rows. The design-based estimator of
the regression coefficient vector β can then be obtained as the weighted least
squares estimator

β̂ =
(
Z′Π−1Z

)−1
Z′Π−1y, (7.5)
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with Π a diagonal matrix with the sample inclusion probabilities πi along
the diagonal.

Using these regression coefficients the regression estimator for the population
total of y is estimated by

x̂y.greg = x̂y.ht + (xz.pop − x̂z.ht)
′ β̂, (7.6)

with x̂y.ht and x̂z.ht the ‘direct’ Horwitz-Thompson estimators,
∑

i yi/πi and∑
zi/πi, for the population totals of y and z, respectively and xz.pop the

known population totals of the auxiliar variables. The regression estimator
x̂y.greg can be interpreted as a ‘weighting’ estimator of the form

∑
iwiyi with

the weights wi given by

wi =
1

πi

[
1 + (xz.pop − x̂z.ht)

′ (Z′Π−1Z
)−1

zi

]
. (7.7)

From (7.7) two important properties of the GREG-estimator are directly
apparent. Firstly, the weights depend only on the auxiliary variables and not
on the target variable. This means that the GREG-estimators for different
target variables can be obtained by the same weights as long as the auxiliary
variables remain the same. Secondly, the GREG-estimates of the totals of the
auxiliary variables, x̂z.greg =

∑
iwizi, are equal to their known population

totals.

For multiple target variables, yi = (yi1 . . . yip) the GREG-estimators can be
collected in a p−vector x̂y.greg and (7.6) generalizes to

x̂y.greg = x̂y.ht + B (xz.pop − x̂z.ht) , (7.8)

with x̂y.ht the p−vector with Horvitz-Thompson estimators for the target
variables and B the p × q-matrix with the regression coefficients for each
target variable on the rows. Generalizing (7.5), we have for the coefficient
matrix B = Y′Π−1Z

(
Z′Π−1Z

)−1, where Y is the n × p-matrix with the
vectors of target variables, yi, on the rows.

Now, consider the case when the totals to be estimated are the cell-totals
of a contingency table obtained by the cross-classification of a number of
categorical variables. For instance, the target totals could be the numbers of
individuals in the categories 1.Unemployed and 2.Employed of the variable
Employment by age category and sex in some (sub)population. If we as-
sume, for ease of exposition, that Age has only two categories, 1.Young and
2.Old and Sex has the categories 1.Male and 2.Female, then there are eight
totals to be estimated, one for each cell of a 2 × 2 × 2 contingency table.
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Corresponding to each of these eight cells we can define, for each individual,
a zero-one target variable indicating whether the individual belongs to this
cell or not. For instance y1 = 1 if Employment = 1, Age = 1 and Sex = 1,
and zero in all other cases and y2 = 1 if Employment = 2, Age = 1 and Sex
= 1, and zero in all other cases, etc. Each individual scores a 1 in one and
only one of the eight target variables.

For such tables, some of the marginal totals are often known for the pop-
ulation and GREG-estimators that take this information into account are
commonly applied. In the example above, the population totals of the com-
binations of Sex and Age could be known for the population and the auxiliary
variables then correspond to each of the combinations of Sex and Age. The
values for the individuals on these auxiliary variables are sums of values of
the target variables. For instance, the auxiliary variable for Age = 1 and
Sex = 1 is the sum of y1 and y2 and will have the value 1 for individuals
that are young and male and either employed or unemployed and the value
0 for individuals that are not both young and male. Similarly, we obtain for
each of the four Age × Sex combinations zero-one auxiliary variables as the
sum of the corresponding target variables for Unemployed and Employed. In
general, if there are p target variables and q auxiliary variables corresponding
to sums of target variables, we can write the values of the auxiliary variables
as

zi = Cyi, (7.9)

with C the q × p constraint matrix (consisting of zeroes and ones) that
generates the sums of the yi values corresponding to the auxiliary variables.
Since (7.9) applies to each row of Z and Y, we can write Z = YC′ and so

B = Y′Π−1YC′
(
CY′Π−1YC′

)−1
. (7.10)

In the case considered here, where the target variables correspond to cells in
a cross-classification of categorical variables, this expression can be simplified
as follows. The rows of Y contain a 1 in the column corresponding the cell
to which the unit belongs and zeroes elsewhere. Afther rearranging the rows
such that the units that belong to the same cell (score a one on the same
target variable) are beneath each other, Y can be written as
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Y =


1n1 0 0 0 0 0

0 1n2 0 0 0 0
0 0 0 1n4 0 0

0 0 0 0
. . . 0

0 0 0 0 0 1nq

 ,

where nj is the number of units scoring a one on target variable j and 1nj

is a column with nj ones. In this example there are no units that score on
the third target variable. When this matrix is premultiplied by Y′Π−1 we
obtain Y′Π−1Y = Diag(x̂y.ht) and B can be expressed as

B = Diag(x̂y.ht)C
′ (CDiag(x̂y.ht)C

′)
−1
. (7.11)

Substituting this value for B in (7.8) and using Cx̂y.ht = x̂z.ht we obtain

x̂y.greg = x̂y.ht +Diag(x̂y.ht)C
′ (CDiag(x̂y.ht)C

′)
−1

(xz.pop −Cx̂y.ht) , (7.12)

which is equal to (7.4) with the initial unadjusted vector (x) equal to the
Horwitz-Thompson estimators for the cell-totals, the weighting matrix (A−1)
a diagonal matrix with the initial vector along the diagonal and the values
of the constraints (b) equal to the known population totals of the margins of
the contingency table that are used as auxiliary variables.

7.2.3 Extension to time series data

The optimization problem described in 7.2.1 can be extended to time series
data of the form xit (i = 1, . . . , N, t = 1, . . . , T ). In this case the total
number of the variables xit is N ·T and the constraint matrix will have N ·T
columns. The number of rows will be equal to the number of constraints as
before. The matrix A will be a symmetric, NT ×NT nonsingular matrix.

For this data we want to find adjusted values x̂it that are in some metric
ς (for example Euclidean metric) close to the original time series. For this
purpose we consider the following objective function

min
x̂

N∑
i=1

T∑
t=1

1

wit
ς(x̂it, xit), (7.13)

where wit denotes the variance of the ith time series at time t. We minimize
this function over all x̂it satisfying the constraints
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N∑
i=1

T∑
t=1

critx̂it = br, r = 1, . . . , C. (7.14)

In (7.14), r is the index of the restrictions and C is the number of restric-
tions. Furthermore, crit is an entry of the restriction matrix and br are fixed
constants. Most economic variables cannot have negative signs. To incorpo-
rate this (and other) requirement(s) in the model, inequality constraints are
included. A set of inequalities is given by

N∑
i=1

T∑
t=1

aritx̂it ≤ zr, r = 1, . . . , I, (7.15)

where I stands for the number of inequality constraints.

In Bikker et al. (2010) this model was extended by soft linear and ratio
restrictions. A soft equality constraint is different from the hard equality
constraints (7.14), in that the constants br are not fixed quantities but are
assumed to have a variance and an expected value. This means that the
resulting x̂it need not match the soft constraints exactly, but only approxi-
mately. A soft linear constraint similar to (7.14) is denoted as follows:

N∑
i=1

T∑
t=1

critx̂it ∼ (br, wr), r = 1, . . . , C. (7.16)

By the notation ∼ in (7.16) we define br to be the expected value of the sum∑N
i=1

∑T
t=1 critx̂it and wr its variance. In the case that ς is the Euclidean

metric the linear soft constraints can be incorporated in the model by adding
the following term to the objective function in (7.13):

+
C∑
r=1

1

wr

(
br −

N∑
i=1

T∑
t=1

critx̂it

)2

. (7.17)

Another important extension of the model in Bikker et al. (2010) is the ratio
constraint. The hard and soft ratio constraints that can be added to the
model, are given by

x̂nt
x̂dt

= vndt and
x̂nt
x̂dt
∼ (vndt, wndt), (7.18)

where x̂nt denotes the numerator time series, x̂dt denotes the denominator
time series, vndt is some predetermined value and wndt denotes the variance of
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a ratio x̂nt

x̂dt
. In order to add the soft ratio constraints to the objective function

these are first linearized. The soft constraints in (7.18) can be rewritten as:

x̂nt − vndtx̂dt ∼ (0, w∗ndt). (7.19)

The variance of the constraint will be different, we denote it as w∗ndt. Soft
linearized ratios are incorporated in the model in case when ς is an Euclidean
metric, by adding the following term to the objective function

+
N∑

n,d=1

T∑
t=1

(x̂nt − vndtx̂dt)2

w∗ndt
. (7.20)

The extensions of the constraints that can be handled beyond the traditional
linear (in)equality constraints, opens up a number of applications to recon-
ciliation problems in several areas. An example of one such application is
described in section 7.4.

7.3 Reconciliation of census tables

In this section we describe the Dutch Census data and formulate the recon-
ciliation of census tables as a macro-integration problem.

The aim of Dutch Census 2011 is to produce over 40 crosstables about de-
mographics and occupation of Dutch population. For this task, data from
many different sources and different structures are combined. The majority
of the variables are obtained from the GBA (municipality data bases), how-
ever quite a few other sources (samples and registers) are used as well, such
as the labor force survey (LFS).

Each table consists of up to 10 variables. We call these high dimensional
crosstables hypercubes. Most of the variables are included in many hyper-
cubes. The hypercubes have to be consistent with each other, in a sense that
all marginal distributions that can be obtained from different crosstables are
the same. Consistency is required for one dimensional marginals, e.g. the
number of men, as well as for multivariate marginals, e.g. the number of di-
vorced men aged between 25 and 30 year. Multivariate marginal crosstables
are hypercubes as well.

In different hypercubes one variable may have a different category grouping
(classification). For example, the variable age can be requested to be included
in different hypercubes aggregated in different ways: groups of ten years, five
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years and one year. Still, the marginal distributions of age obtained from
different hypercubes should be the same for each level of aggregation.

In general, the data that are collected by SN involve many inconsistencies;
the cause of this varies: different sources, differences in population coverage,
different time periods of data collection, nonresponse, or modeling errors.

Currently at SN, the method of repeated weighting (see Houbiers, 2004) is
used to combine variables from different sources and to make them consistent.
Using repeated weighting, tables are reconciled one by one. Assuming that
the tables 1 till t are correct, these figures are fixed. Then, the method of
repeated weighting adjusts table t + 1, so that all marginals of this table
become consistent with the marginals of all previous tables, 1 till t. The
method of repeated weighting was successfully used for the last census in
2001. However, the number of the tables has increased since and with the
number of tables the number of restrictions also increased. As a consequence,
it is not obvious that the method of repeated weighting will work for the
Census 2011.

The method of macro-integration has some advantages over repeated weight-
ing. Firstly, the method of macro-integration reconciles all tables simulta-
neously, meaning that none of the figures need to be fixed during the rec-
onciliation process. By doing so, there are more degrees of freedom to find
a solution than in the method of repeated weighting. Therefore a better solu-
tion may be found, which requires less adjustment than repeated weighting.
Secondly, the results of repeated weighted depend on the order of weighting
the different tables, while the macro-integration approach does not require
any order. Thirdly, the method of macro-integration allows inequality con-
straints, soft constraints and ratio constraints, which may be used to obtain
better results.

A disadvantage of macro-integration is that a very large optimization prob-
lem has to be solved. However, by using up-to-date solvers of mathematic
optimization problems, very large problems can be handled. The software
that has been built at Statistics Netherlands for the reconciliation of National
Accounts tables is capable of dealing with a large number of variables (500
000) and restrictions (200 000).

We should emphasize that reconciliation should be applied on the macro
level. First the imputation and editing techniques should be carried out for
each source separately on the micro level. The aggregated tables should then
be produced, containing variables at the publication level. Furthermore,
for each separate aggregated table, a variance of each entry in the table
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should be computed, or at least an indication of the variance should be given.
For example, an administrative source will in general have the most reliable
information, and hence have a very small or zero variance. Each aggregated
table separately can be optimized to get variance as small as possible, by
imputation or other means. During the reconciliation process, each entry of
all tables will be adapted in such a way that the entries with the highest
variance will be adapted the most, until all constraints are met.

The procedure that we propose here is as follows:

1. For each data source define the variables of interest;

2. Use imputation and editing techniques to improve data quality on a mi-
cro level;

3. Aggregate the data to produce the tables, and calculate the variances
of each entry;

4. Use reconciliation to make the tables consistent. Calculate the covari-
ance matrix for the reconciled table.

We have identified different kinds of reconciliation problems for census data:

I For some variables we will have different classifications, for example the
variable Age can be in years, or five year intervals or ten year intervals.
It is required that number of persons obtained from the hypercube
with the variable Age with one year intervals for example from 10 till
20 years should add up to the number of persons of this age interval
obtained from any other hypercube, where Age is measured in five or
ten years intervals. The objective function and the constraints can be
modified in order to handle this problem.

II In the macro-integration approach presented in this paper, the reconcil-
iation is carried out at the macro level. It is assumed that an initial esti-
mate for each hypercube can be made. However the estimation of these
hypercubes is not always straightforward. This is especially the case
for hypercubes that include variables from different data sources: for
example a register and a sample. An example of such a case is consid-
ered in Appendix E In this example we have three variables (Province,
Gender and Age) obtained from the register and a sample that con-
tains these three variables and the additional variable: Occupation. In
Appendix E we combine these two data sets using macro-integration
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notations, to obtain an initial estimate of one hypercube. This recon-
ciliation problem is very simple and macro-integration might not be
the first choice to solve the problem. However it immediately becomes
complex when the number of hypercubes and the number of variables
in these hypercubes increase.

III A problem that has to be solved in any method is the lack of infor-
mation. Part of the source information is based on samples. However,
these samples may not cover each of the categories of the variables in
the hypercubes. For instance, a sample may not include any immigrant
from Bolivia, while this sample may be the only source for some of the
tables in the census.

7.3.1 The objective function

We distinguish two steps while making the census hypercubes:

1. At first the hypercubes should be made from all available sources;

2. Then for all hypercubes we should make the same marginals equal;

Building of the census hypercubes from different sources could be carried
out using many different methods, like weighting or post-stratification. In
Appendix E we present a simple example of making a hypercube using two
different data. In this section we will not discuss these methods. From the
macro-integration point of view the second step of making the hypercubes is
of our interest.

Using the notation from the previous section we can now apply the macro-
integration method for reconciliation of the hypercubes by their common
marginals. In the previous section we defined the objective function (7.13)
using an arbitrary metric. Here we use an Euclidean metric.

We introduce the notations especially for census data. A hypercube is defined
by H(j), j = 1, . . . , N and any of this marginal hypercube is defined by M (j).
A variable in the hypercube H(j) is defined by x

(j)
i , where the subindex i is

the identity of the variable, for example Province or Age and the super index
(j) identifies the hypercube where the variable is in. For example, if we have
two hypercubes H(1) and H(2), the variables from H(1) will be defined by
x

(1)
1 , x

(1)
2 , . . . , x

(1)
m , assuming that the hypercube H(1) consists of m variables.

Suppose now that the hypercube H(2) consists of n variables and it has three
variables x(2)

1 , x
(2)
2 and x

(2)
4 in common with the hypercube H(1). Denote the

marginal hypercube of H(1) consisting of these variables by M (1)
1,2,4:
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M
(1)
1,2,4 = x

(1)
1 × x

(1)
2 × x

(1)
4 .

Reconciling the hypercubes H(1) and H(2) so that their common marginal
hypercubes are same will mean the finding of hypercubes Ĥ(1) and Ĥ(2) such
that:

ς(H(1), Ĥ(1)) + ς(H(2), Ĥ(2)) (7.21)

reaches its minimum under the condition that:

M̂
(1)
1,2,4 = M̂

(2)
1,2,4. (7.22)

In the case when the first marginal hypercube M (1)
1,2,4 consists of the variables

from a register, that are fixed and should not be reconciled, then instead of
the condition in (7.22) we will have the following

M̂
(2)
1,2,4 = M

(1)
1,2,4. (7.23)

We can now define the objective function for the reconciliation of the hyper-
cubes H(j), j = 1, . . . , N . We want to find the hypercubes Ĥ(j), j = 1, . . . , N
such that:

min
Ĥ

∑
j

ς(H(j), Ĥ(j)), (7.24)

under the restriction that, all common marginal hypercubes are the same

M̂
(j1)
i,k,...,l = · · · = M̂

(jk)
i,k,...,l (7.25)

and the marginal hypercubes consisting of register data that are fixed, will
not be changed:

M̂
(j1)
i,k,...,l = · · · = M

(jn)
i,k,...,l. (7.26)

If we transform the hypercube H(j) into a vector h(j) = (h
(j)
1 , . . . ,h

(j)
cj )′ we

can rewrite the objective function in (7.24) using the notation of the previous
section. For all h(j), j = 1, ..., N , we want to find vectors ĥ(j), j = 1, ..., N
such that:

min
ĥ

N∑
j=1

cj∑
i=1

1

wij

(
ĥ

(j)
i − h

(j)
i

)2

, (7.27)

where wij is the weight of h(j)
i .
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7.3.2 Reconciliation of two hypercubes

Suppose we want to create two hypercubes, each with three variables. Hy-
percube one H(1) consists of variables Gender, Age and Occupation and the
second hypercube, H(2) of the variables Gender, YAT (year of immigration)
and Occupation. For convenience, we combine the original categories of these
variables and consider the coding as it is presented in Table 7.1.

Table 7.1. Categories of the variables

Gender 1 Male
2 Female

Age 1 < 15 years
2 15-65 years
3 > 65 years

Occupation 0 Not manager
1 Manager

YAT 0 Not immigrant
1 Immigrated in 2000 or later
2 Immigrated before 2000

From these variables the only one that is observed in the survey is Occupa-
tion, the other three variables are obtained from the register and are therefore
assumed to be fixed. The survey we use here is the LFS (labor force survey)
and the register is the GBA (municipality data bases). As we mentioned
already we assume that the figures obtained from GBA are exogenous, what
means that these values should not be changed.

We aim to find the hypercubes Ĥ(1) and Ĥ(2) such that

ς(H(1), Ĥ(1)) + ς(H(2), Ĥ(2)) (7.28)

is minimized under the restrictions that the marginal hypercubes of Ĥ(1) and
Ĥ(2) coincide with the corresponding marginal hypercubes of the register.
Hence we want to achieve that:

M̂
(1)
Gender, Age = M register

Gender, Age (7.29)

and

M̂
(2)
Gender, YAT = M register

Gender, YAT. (7.30)
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In addition, the hypercubes should be reconciled with each other:

M̂
(1)
Gender, Occupation = M̂2

Gender, Occupation; (7.31)

Table 7.2. Hypercube 1

Sex Age Occup 0 I II III IV V
1 1 0 1761176 1501748 1501748 1501748 1501748 1501748
1 2 0 5181009 5065650 5065650 4924068 4907253 4916858
1 2 1 674373 507128 507128 648710 665525 655920
1 3 0 584551 831315 831315 1016430 1016072 1016276
1 3 1 13011 207889 20788 22774 23132 22928
2 1 0 1661478 1434236 1434236 1434236 1434236 1434236
2 2 0 5755370 5521997 5484427 5254234 5247781 5251467
2 2 1 241251 -37570 0 230193 236646 232960
2 3 0 534231 976868 986261 1370781 1370724 1370757
2 3 1 2037.85 399226 389833 5313 5370 5337

The first step before the actual reconciliation process is weighting up the
sample to the population. The total number of GBA persons is NGBA =
16 408 487 and the total number of LFS persons is NLFS = 104 674. The
initial weight is

w =
16 408 487

104 674
.

Table 7.3. Hypercube 2

Sex YAT Occup 0 I II III IV V
1 0 0 6723037 6505428 6505428 6378041 6362791 6371502
1 0 1 609945 444221 444221 571608 586858 578147
1 1 0 179174 213134 213134 291188 290865 291049
1 1 1 12697 98543 98543 20489 20812 20628
1 2 0 624524 680151 680151 773017 771417 772331
1 2 1 64741 172253 172253 79387 771417 772331
2 0 0 6965385 6889146 6879753 6870198 6864427 6867723
2 0 1 215699 184908 194301 203856 209627 206331
2 1 0 232472 253743 244350 319060 318945 319010
2 1 1 4232 70951 80344 5634 5749 5684
2 2 0 753222 790213 780820 869994 869369 869726
2 2 1 23357 105796 115189 26015 26640 26283

The results of the weighting are presented in Tables 7.2 and 7.3 under the
column 0. Since we consider these figures as the starting figures before the
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reconciliation process, we call these model 0. These figures have marginals
consistent with each other but not with the register data, see Table 7.4. For
example, the total number of men is 8214119 from Table 7.2 and 7.3 and
8113730 in Table 7.4.

We applied the optimization solver XPRESS for the problem defined in (7.28-
7.31) using the Euclidean distance for ς and applying the weight 1 for all
figures. The results of this reconciliation are presented in Tables 7.2 and 7.3
under the column I. We observed negative figures after the reconciliation,
therefore we added the restriction that all figures have to be nonnegative
to the previous setting and applied the solver. Results of this optimization
problem are presented in Tables 7.2 and 7.3 under the column II. Next we
used weights equal to the initial value of each figure. The results of this exe-
cution are to be found under the column III in Tables 7.2 and 7.3. Applying
more realistic weights led to different results, compared with models I and II,
the figures with smaller values are adjusted less and the figures with bigger
values are adjusted more.

Table 7.4. Register

Sex Age YAT Total
1 1 0 1437385
1 1 1 48553
1 1 2 15810
1 2 0 4619201
1 2 1 255335
1 2 2 698242
1 3 0 893063
1 3 1 7789
1 3 2 138352
2 1 0 1369468
2 1 1 49026
2 1 2 15742
2 2 0 4502083
2 2 1 267916
2 2 2 714428
2 3 0 1202503
2 3 1 7752
2 3 2 165839

Since we want to preserve the initial marginal distribution of the variable
Occupation, the next step is to add a ratio restriction. We only added one
ratio restriction, that is the relation between the managers and non managers
for the whole population. At first we added this restriction as a hard con-
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straint and afterwards as a soft constraint to the model. The results of these
reconciliation problems are presented in columns IV and V of Tables 7.2 and
7.3. For the soft restrictions the weight we choose is equal to 707405400,
which is 100 times the largest register value. This value is found by trial and
error. By choosing this value the ratio constraints significantly influences the
results, but its effect is clearly less than that of a hard ratio constraint.

Table 7.5. Ratio restriction

Model scenario Ratio
Target value 16.631
Model outcome: no ratio (III) 17.091
Model outcome: hard ratio (IV) 16.631
Model outcome: soft ratio (V) 16.891

In Table 7.5 the ratios of the number of ’not manager’ over the number of
’manager’ is calculated for the models III, IV and V. The target value of
the ratio is the ratio observed in LFS. As we could expect the value is best
achieved in model IV, when the hard ratio restriction has to be fulfilled.

To compare the results of the models with each other we calculated the
weighted quadratic difference between the reconciled values of models III, IV
and V and the values of model 0, the hypercubes after the weighting, see
Table 7.6.

Table 7.6. Weighted square difference

Model scenario Difference
Model 0 - Model III 1955390
Model 0 - Model IV 1956704
Model 0 - Model V 1956696

The weighted squared difference in Table 7.6 is calculated as follows

2∑
j=1

cj∑
i=1

1

wij

(
ĥ

(j)
i − h

(j)
i

)2

, (7.32)

here we sum over two hypercubes, ĥ(j)
i are the reconciled figures of model III,

IV or V and h
(j)
i are the values of model 0. The weighted square difference

is smallest for model III, which implies that without the ratio restriction
reconciled figures are closer to the original figures. We could anticipate this
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result since the ratio restriction (as any additional restriction would do) forces
the original figures towards the distribution of the ratio and therefore the
outcome of the model with the hard ratio restriction differs most from the
initial values.

7.4 Early estimates for labor market

The second application of macro-integration methods that we want to study
is making early estimates for the labor market variables. This is a very
complex task, mainly caused by the variety of data sources, that contain
variables with almost equal, but not exactly the same definitions. The sources
include one or more labor market variables. The main data sources for labor
market variables are the tax office data and the Dutch Labor Force Survey
(LFS). The tax office data are updated on a quarterly basis and LFS is
a rotating panel design producing monthly figures. Among others we want
to combine these two data to construct the early estimates of statistics that
are at the moment based only on LFS or tax register data. The difficulties
that should be resolved are of a different nature:

• First of all we have series of data of different frequency (in time);

• Definitions of the variables in both sources are often very different;

• Population coverage is not same;

• Other such as survey vs register data, nonresponse, etc.

Because of the different definitions the problem of labor market data in com-
parison with the National Accounts data is that, , it will not be possible to
combine variables on a macro level, without first studying thoroughly the
data structure.

We give here a simple example using the macro-integration method for com-
bining two different sources. Suppose we have a labor force population of
60000 persons. We want to conduct a monthly labor forse population survey
to find out an unemployment rate. Suppose for simplicity that the auxiliary
variables in the population register of our interest are: Sex and Age. We will
know the distribution of these variables according to our register;

Suppose for convenience that the total number of respondents in the survey
we want to conduct is 6000. We divide 6000 over all cells of Age and Sex
according to the register data, see Table 7.8;
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Table 7.7. Population

Age
Sex

Total
Woman Man

20-30 6600 6000 12600
30-40 6000 7200 13200
40-50 9600 8400 18000
≥ 50 9000 7200 16200
Total 31200 28800 60000

Table 7.8. Survey

Age
Sex

Total
Woman Man

20-30 660 600 1260
30-40 600 720 1320
40-50 960 840 1800
≥ 50 900 720 1620
Total 3120 2880 6000

Table 7.9. Survey unemployment data

Age
January February March

Woman Man Woman Man Woman Man
20-30 35 (25) 34 (27) 36 (25) 35 (29) 37 (33) 33 (30)
30-40 40 (38) 35 (32) 42 (37) 36 (32) 42 (35) 37 (35)
40-50 60 (50) 56 (50) 58 (51) 56 (49) 61 (58) 58 (55)
≥ 50 42 (30) 38 (25) 42 (31) 40 (31) 43 (35) 40 (38)

In the survey we observe two variables: whether a person has a job and if
not whether she/he is registered at the unemployment office (CWI). Suppose
for simplicity that we do not have nonresponse and that the Table 7.9 of
unemployment numbers is the result of the survey for three months, Jan-
uary, February and March. In parenthesis are the numbers of respondents
registered at CWI;

From Table 7.9 we can estimate the number of unemployed persons in each
group of the population, see Table 7.10. On the other hand from the unem-
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Table 7.10. Weighted unemployment data

Age
January February March

Woman Man Woman Man Woman Man
20-30 350 (250) 340 (270) 360 (250) 350 (290) 370 (330) 330 (300)
30-40 400 (380) 350 (320) 420 (370) 360 (320) 420 (350) 370 (350)
40-50 600 (500) 560 (500) 580 (510) 560 (490) 610 (580) 580 (550)
≥ 50 420 (300) 380 (250) 420 (310) 400 (310) 430 (350) 400 (380)

ployment office (CWI) we have the number of persons that were registered
as unemployed at the end of the quarter, see Table 7.11. Suppose that we
do not have the timeliness issues for these survey and register and both data
are available for us at around the same time.

Table 7.11. Unemployment office data at the end of the first quarter

Age
Sex

Woman Man
20-30 350 330
30-40 390 360
40-50 600 570
≥ 50 370 395

The estimated registered unemployment figures from the survey and from the
CWI are not consistent with each other. For example there are 330 women of
age 20-30 registered according to the survey and 350 women according to the
register at the end of march. Let us suppose that the register has a variance
equal to zero, which means that 350 is a fixed figure.

Now, we want to achieve consistency between the labor force survey and the
unemployment office register, in such a way that

1. The weighted survey data may be adjusted, while the CWI register
data are fixed.

2. The numbers of persons registered at the CWI at the end of the third
month in the reconciled survey data exactly matches the corresponding
numbers in the unemployment register.



7.4 Early estimates for labor market 152

3. The ratios between the unemployment numbers and the numbers of
persons registered at the CWI have to be as close as possible to their
initial values as observed in the weighted labour force survey. For
instance, for women of age 20-29 this ratio is 37/33 at the end of March.
These ratios do not have to hold exactly, as they are observed in the
sample.

4. All monthly changes of the number of unemployed persons are as close
as possible to their initial value as observed in the weighted survey.

5. All monthly changes of the number of persons registered at the CWI
are as close as possible to their initial value as observed in the weighted
survey.

We will use a macro-integration model to reconcile the labor force survey
with the register of the unemployment office. Define the weighted survey
figures of unemployment by xijt and the number of persons registered at the
CWI by yijt, where t stands for the month and i and j denote the entries of
the matrix Age×Sex. The ratios between xijt and yijt will be denoted by dijt
(i.e. dijt = xijt/yijt). Then, we want to find estimates x̂ijt of xijt and ŷijt of
yijt that satisfy the properties (1)-(5) listed above. The formulation of the
model is

min
ŷx̂

T∑
t=2

∑
ij

((x̂ijt − x̂ijt−1)− (xijt − xijt−1))2

v1ij

(7.33)

+
((ŷijt − ŷijt−1)− (yijt − yijt−1))2

v2ij

+
(x̂ijt − dijtŷijt)2

w∗ij
,

with
ŷijt = yCWI

ijk , for all i, j and t = 3, k = 1. (7.34)

where v1ij denotes the variance of xijt, v2ij the variance of yijt and w∗ij is the
variance of the linearized ratio x̂ijt − dijtŷijt.

The first term of (7.33) keeps the differences x̂ijt− x̂ijt−1 as close as possible
to their initial values xijt − xijt−1 (the aforementioned property 4) and the
second term does the same for yijt (property 5). The third term describes the
soft ratio restrictions for the relation between unemployment and registering
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at the CWI (property 3). They are similarly defined as the ratio constraints
in (7.20). Here, we assume that the variance of the linearised ratios do not
depend on t. The hard constraints in (7.34) ensure that the estimates of yijt
of the last month (t = 3) are equal to the quarterly unemployment number of
the first quarter (k = 1), as obtained from the CWI register yCWI

ijt (property
2). Note that the quarterly unemployment numbers of the CWI yCWI

ijt are
included in the model as parameters only. They are not specified as free
variables, because these figures are fixed (property 1).

The results of the model (7.33) - (7.34) where we have taken all variances
v1ij, v2ij, w

∗
ij to be equal to 300, are shown in Table 7.12. These show that the

number of persons registered at the CWI (the numbers between parenthesis)
at the end of march are indeed consistent with the unemployment office
register (as depicted in Table 7.11).

Table 7.12. Reconciled unemployment data

Age
January February March

Woman Man Woman Man Woman Man
20-29 375.1 (268.0) 375.2 (298.3) 385.0 (268.2) 393.7 (319.0) 393.7 (350.0) 363.8 (330.0)
30-39 445.2 (422.0) 360.8 (329.9) 466.3 (410.9) 467.1 (329.8) 467.1 (390.0) 380.7 (360.0)
40-49 622.4 (519.0) 581.9 (519.5) 602.0 (529.4) 631.5 (509.5) 631.5 (600.0) 601.5 (570.0)
≥ 50 446.0 (318.8) 398.3 (262.5) 445.7 (329.2) 455.2 (323.7) 455.2 (370.0) 416.7 (395.0)

To illustrate the preservation of changes and ratios we focus, as an example,
on the number of women in the age 20-29.

Figure 7.4 shows that the initial monthly changes are preserved quite ac-
curately and from Table 7.13 it can be seen that the same holds true for
the ratios between the number of unemployed and CWI registered persons.
Figure 7.4 also shows that the data reconciliation raises both the number of
CWI registered persons and the number of unemployed people at each time
period. The explanation is that number of CWI registered persons in the
survey at the end of month 3 is below the register figure at the end of the
first quarter. Since the survey has to exactly match the register and since
all monthly changes of the survey have to be preserved as much as possi-
ble, all monthly survey figures on the number of CWI registered persons are
increased. The same occurs to the number of unemployed persons, which
can be explained from the preservation of the ratios between the number of
unemployed and CWI registered people at each time period.

Now, suppose that we decrease the variance of the monthly changes from 300
to 100, but we do not change the variance of the ratios between unemployed
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Figure 7.1. Women of 20-29 years; initial and reconciled unemployment and CWI Registered.

Table 7.13. Women of 20-29 years; ratio between unemployed and CWI registered persons

January February March
Initial data 1.400 1.440 1.121

Reconciled data 1 1.400 1.436 1.125

and CWI registered persons. As a result, the initial quarterly changes are
preserved better at the expense of the ratio between the number of unem-
ployed and CWI registered persons, which becomes clear by comparing the
results in Table 7.14 with the results in Table 7.13.

Table 7.14. Women of 20-29 year; ratio between unemployed and CWI registered persons, scenario 2

January February March
Initial data 1.400 1.440 1.121

Reconciled data 2 1.396 1.432 1.130

This is of course only a simple example where we only have two data sources
and did not take into account many issues that will occur while combining
different sources. However the method can be extended further.
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7.5 Conclusions

Reconciliation of tables on a macro level can be very effective, especially
when a large number of constraints should be fulfilled. Combining data
sources of different structures, on a macro level is often easier to handle than
on a micro-level. When data are very large and many sources should be
combined macro-integration could be the only technique that can be used.
Macro-integration is also more versatile than (re-)weighting techniques us-
ing GREG-estimation in the sense that inequality constraints and soft con-
straints can be incorporated easily.
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tions, Sankhyā Series A 47, pp. 399—405.
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Appendix A
The next steps illustrate the use of the Liseo-Tancredi approach by means
of R codes provided by the authors. As an example, the two data sets
on newborns described before are linked: the A file corresponds to the P4
archive, while B corresponds to the CEDAP archive.

In order to apply the R codes, it is necessary to have the data sets already
preprocessed and harmonized. Furthermore, blocks should already have been
created. The following steps refer to the application of specific blocks of the
two data sets: the P4 block that will be analyzed is named p615.csv while
the CEDAP block is named cedap615.csv (blocks correspond to the newborns
whose mother have Chinese nationality).

Both files have already been formatted so that the key variables are repre-
sented in the first three columns of each file. The first key variable represent
the year of birth from 1964 to 1987. The other two key variables are month
and day of birth, respectively.

This program starts reading the file function.R containing some other func-
tions:

• gibbs.step=function(mu,n,k,ng,p,F,ftilde): this function simulates the
distribution of the true values (µ),

• rpostbeta=function(shape1,shape2,lb): This function simulates the prob-
ability of error (β),

• rpostenne=function(na,nb,T,Ntronc): this function simulates the dis-
tribution of the real size of the population (N).

Furthermore it reads the two data files A and B
Note that the previous commands read only the first three columns of the
two data sets. Different options could be used according to the nature of the
files.
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source(”functions.R”)
xA=read.csv(”p615.csv”)[,1:3]
xB=read.csv(”cedap615.csv”)[,1:3]

Coding key variables

Key variable categories should be coded with integer numbers, from 1 to
ki where ki is the number of categories for the i -th key variable

xA[,1]=xA[,1]-1963
xB[,1]=xB[,1]-1963
k1=23
k2=12
k3=31

In this example, the first column represents a year (the birth year), starting
from 1964. For this reason, the code has been created subtracting 1963 from
the actual year. The whole set of the number of years contains 23 items
(k1). The second and third variables are already coded with integer numbers
starting from 1, hence only the number of categories should be declared (12
for the second - the month of birth - and 31 for the third - the day of birth).

Construction of the design matrix for the multivariate distribution of all the
key variables

The matrix V should be read by row. Each row describes a cell of the
multivariate contingency table of the key variables. It contains the Cartesian
product of the categories of the key variables.

V=expand.grid(1:k3,1:k2,1:k1)[,c(3,2,1)]

Declaration on the number of units in the two files

Size of the first file is nA; size of the second file is nB; the number of key
variables is h

na=nrow(xA); nb=nrow(xB); h=ncol(xA)

Data type format issues

This command transforms V columns in factor type objects This vector gives
the number of categories in each key variable.



166

for (i in 1:h) V[,i]=as.factor(V[,i])
kappa=c()
for (i in 1:h) kappa[i]=nlevels(factor(V[,i])

Size of V

The number of cells in the key variables multivariate contingency table (i.e.
the number of rows in V ) is k

k=prod(kappa)

Some operational issues

The following commands allow to connect each unit observed in the two data
files to the corresponding cell in V.

xa=as.numeric(apply(xA,FUN=category,MAR=1,kappa=kappa))
xb=as.numeric(apply(xB,FUN=category,MAR=1,kappa=kappa))

Fixing the initial parameters

The initial values for θ (probabilities of association in the superpopolation)
and β (parameters describing the measurement error) are fixed with these
command lines

theta.init=rep(1,k)
theta.init=theta.init/sum(theta.init)
beta.init=rep(0.9,h)

Analysis

The library MCMCpack analyzes the output and contains some of the main
program functions {”B.CAT.matching.cenex.R”}

library(MCMCpack)
source(”B.CAT.matching.cenex.R”)

Arguments of the function B.CAT.matching

These are the arguments expected by the function B.CAT.matching

• xa = vector where every unit in file A is connected to the corresponding
cell in V
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• nMCMC=number of simulations

• burnin=number of initial simulation iterations to discard

• ng= number of updates of the matrix C in every iteration

• C.agg specifies if C should be computed or not (true e false respectively)

• beta.init=beta.init,theta.init=theta.init,mua.init=xa,mub.init=xb (ini-
tial values of the parameters)

This function computes the two matrices: ”out” and ”C.med”. The matrix
”out” reports the simulation of the model parameters but the matrix C. The
matrix ”C.med” gives the probability of being a link for each pair of units
(a,b), a ∈ A and b ∈ B.



Appendix B
Test of methodology to correct for frame errors in size class

To get an idea about the threshold value for L` and Lu, we conducted a small
test with real data. We took VAT data of Q1 2008 – Q2 2010 (10 quarters)
and selected the domestic, non-topX VAT units and computed their quarterly
turnover.

For each unit within size class (sc) 0 and 1 we determined whether they get a
newly imputed size class or whether they keep their original size class when
we take Lu to be 5, 6, 7 or 8 and when we compute the median quarterly
turnover of a size class at 2- or 3-digit NACE code.

Next, we considered the size class of a VAT unit to be wrong (i.e. a frame
error) when its quarterly turnover was larger than a threshold value Otr. We
computed results for three threshold values, namely 1, 5 and 10 million euros.
Based on the threshold, for each unit we determined whether its size class in
the population frame was considered to be correct or incorrect.

Finally, for each quarter, we counted the number of units classified according
to ’new size class’ versus ’original size class’ crossed by ’correct size class’
versus ’incorrect size class’. We took the total outcome for 10 quarters. The
results give an indication for false and true negatives and false and true
positives at different values of L` and Lu with the median computed at two
NACE levels.

Table B.1 shows an example of the test results for size class 0, with the median
computed at 2-digit NACE code and L`=0. Table B.1 shows that the smaller
Lu the more units were assigned to a new size class. Also, the smaller the
value for Otr, the more units were considered to be incorrect. Assuming that
the number of size class errors in the frame is limited, we considered Otr =
10 million euros to be most realistic value. When the median is computed
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at 3-digit NACE level (not shown) the number of VAT units with a new size
class is slightly smaller, but then we have more cases where we do not have
the minimum of 10 units to compute the median.

We considered a false negative (cell ’old sc’ × ’incorrect’) to be much more
severe than a false positive (cell ’new sc’ × ’correct’), because assigning a
new size class will probably lead to a reasonable imputation value. Based on
the results we selected Lu=6: this leads to a limited number of false negatives
and we avoid that the number of false positives becomes much larger than
the number of true positives. In size class 1 (not shown) there was also a
considerable number of units considered to be incorrect, namely 229 (Otr=10
million euros), with only 1 false negative. We therefore selected L`=1.

Table B.1. Test of methodology to correct for errors in size class 0

Lu=8 Lu=7 Lu=6 Lu=5
Incorrect1 Correct Incorrect Correct Incorrect Correct Incorrect Correct

Ok−1
tr =10 × 106

New sc 581 290 759 913 767 2776 767 7403
Old sc 191 470736 13 470113 5 468250 5 463623
Total 772 471026 772 471026 772 471026 772 471026

Ok−1
tr = 5 × 106

New sc 753 118 1083 589 1358 2185 1389 6781
Old sc 651 470276 321 469805 46 468209 15 463613
Total 1404 470394 1404 470394 1404 470394 1404 470394

Ok−1
tr = 1 × 106

New sc 869 2 1574 98 2541 1002 4328 3842
Old sc 4535 466392 3830 466296 2863 465392 1076 462552
Total 5404 466394 5404 466394 5404 466394 5404 466394

1 Incorrect under certain assumptions, as explained in the text.



Appendix C
Derivation of Expressions for the Bias and Variance of θ̂2y

We begin by evaluating the bias of θ̂2y. From E(θ̂2y) = Es[E(θ̂2y | s)] and
expression (5.2), we obtain:

E(θ̂2y) = Es

[
E
( ∑
k∈UR

zk +
∑
k∈sR

(yk − zk) +
∑
k∈sNR

w2kyk
∣∣ s)]

= Es

[ ∑
k∈UR

E(zk) +
∑
k∈sR

(
yk − E(zk)

)
+
∑
k∈sNR

w2kyk

]
= Es

[ ∑
k∈UR

(yk + λkµk)−
∑
k∈sR

λkµk +
∑
k∈sNR

w2kyk

]
=

∑
k∈UR

(yk + λkµk) + Es

(
−
∑
k∈sR

πkλkµk
πk

+
∑
k∈sNR

w2kyk

)
.
=

∑
k∈UR

(yk + λkµk)−
∑
k∈UR

πkλkµk +
∑
k∈UNR

yk

= θy +
∑
k∈UR

(1− πk)λkµk,

In the second last line, it is used that
∑

k∈sR xk/πk is an unbiased estima-
tor for

∑
k∈UR xk, for any variable x. It is also used that

∑
k∈sNR

w2kyk is
an asymptotically unbiased estimator for

∑
k∈UNR

yk. Expression (5.6) now
follows.

Next, we evaluate the variance of θ̂2y by means of the decomposition

V(θ̂2y) = Es[V(θ̂2y | s)] + Vs[E(θ̂2y | s)].

Using the assumption that the zk are independent, it follows from expression
(5.3) that
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Es[V(θ̂2y | s)] = Es

[
V
( ∑
k∈UR\sR

zk
∣∣ s)]

= Es

[ ∑
k∈UR\sR

V(zk)
]

= Es

[ ∑
k∈UR\sR

λk(σ
2
k + µ2

k(1− λk))
]

=
∑
k∈UR

(1− πk)λk[σ2
k + µ2

k(1− λk)]. (C.1)

The proof of the last line is analogous to the last four lines in the evaluation
of E(θ̂2y).

For the second component, we find

Vs[E(θ̂2y | s)] = Vs

[ ∑
k∈UR

(yk + λkµk)−
∑
k∈sR

λkµk +
∑
k∈sNR

w2kyk

]
= Vs

(
−
∑
k∈sR

λkµk +
∑
k∈sNR

w2kyk

)
. (C.2)

Combining (C.1) and (C.2) yields expression (5.7).

It is interesting to examine expression (C.2) in more detail. The weights w2k

have been found by fitting a regression model to the observations from UNR,
say, yk = β′2x2k + ε2k. Denote the vector of fitted regression coefficients by
β̂2.

By a standard argument, it holds that

∑
k∈sNR

w2kyk =
∑
k∈sNR

yk
πk

+ β̂
′
2

( ∑
k∈UNR

x2k −
∑
k∈sNR

x2k

πk

)
.
=

∑
k∈sNR

yk
πk

+ β′2

( ∑
k∈UNR

x2k −
∑
k∈sNR

x2k

πk

)
= β′2

∑
k∈UNR

x2k +
∑
k∈sNR

ε2k

πk
,

since the discarded term (β̂2 − β2)′
(∑

k∈UNR
x2k −

∑
k∈sNR

x2k

πk

)
is asymp-

totically irrelevant. Hence, for sufficiently large samples, we have
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Vs

(
−
∑
k∈sR

λkµk +
∑
k∈sNR

w2kyk

)
.
= Vs

(
−
∑
k∈sR

λkµk +
∑
k∈sNR

ε2k

πk

)
= Vs

(∑
k∈sR

λkµk

)
+ Vs

( ∑
k∈sNR

ε2k

πk

)
(C.3)

−2Covs

(∑
k∈sR

λkµk,
∑
k∈sNR

ε2k

πk

)
.

Note that λkµk is only defined for k ∈ UR, while ε2k is only defined for
k ∈ UNR. For convenience, define λkµk = 0 for k ∈ UNR, and define ε2k = 0
for k ∈ UR. The first variance term may now be evaluated as follows:

Vs

(∑
k∈sR

λkµk

)
= Vs

(∑
k∈s

πkλkµk
πk

)
=

∑
k∈U

∑
l∈U

(πkl − πkπl)
πkλkµk
πk

πlλlµl
πl

=
∑
k∈UR

∑
l∈UR

(πkl − πkπl)λkµkλlµl,

where we have used a standard formula for the variance of a Horvitz-Thomp-
son estimator; see e.g. Särndal et al. (1992, p. 43). Similarly, the second
variance term yields

Vs

( ∑
k∈sNR

ε2k

πk

)
=
∑
k∈UNR

∑
l∈UNR

(πkl − πkπl)
ε2k

πk

ε2l

πl
.

Finally, the covariance term may be evaluated as follows:

Covs

(∑
k∈sR

λkµk,
∑
k∈sNR

ε2k

πk

)
= Covs

(∑
k∈s

πkλkµk
πk

,
∑
k∈s

ε2k

πk

)
=

∑
k∈U

∑
l∈U

(πkl − πkπl)
πkλkµk
πk

ε2l

πl

=
∑
k∈UR

∑
l∈UNR

(πkl − πkπl)λkµk
ε2l

πl
. (C.4)

In the second last line, use is made of a standard formula for the covariance
of two Horvitz-Thompson estimators; see e.g. Särndal et al. (1992, p. 170).



173

In general, expression (C.4) may be non-zero. There exist, however, a few
special cases where the covariance term always vanishes. For simple random
sampling, we have πk = πl = n

N
, πkl = n(n−1)

N(N−1)
(for k 6= l), and hence

∑
k∈UR

∑
l∈UNR

(πkl−πkπl)λkµk
ε2l

πl
=
[ n(n− 1)

N(N − 1)
− n2

N2

] ∑
k∈UR

λkµk
N

n

∑
l∈UNR

ε2l = 0,

since the sum of the residuals over UNR equals zero by construction. Simi-
larly, the covariance term also vanishes for stratified simple random sampling,
provided that a separate regression model is fitted for each stratum.



Appendix D
The successive projection algorithm

The optimization problem (6.1) can be solved explicitly if the objective func-
tion is the (weighted) least squares function and there are only equality con-
straints. For other convex functions and/or inequality constraints, problem
(6.1) can be solved by several optimization algorithms. In this section we
briefly review a very simple such algorithm that is easy to implement and
contains as a special case the – among survey methodologists well known
– Iterative Proportional Fitting (IPF) algorithm for adjusting contingency
tables to new margins (see, e.g Bishop et al., 1975). Algorithms of this type
are extensively discussed in Censor and Zenios (1997) and applications to
adjustment problems are described in De Waal et al. (2011). The algo-
rithm is an iterative procedure in which the edit-constraints are used one at
a time. It starts by minimally adjusting the original inconsistent vector x0

to one of the constraints. The resulting solution is then updated such that
a next constraint is satisfied and the difference with the previous solution
is minimized and so on. In this way, if there are K constraints, K minimal
adjustment problems with a single constraint each need to be solved, which
is much easier than a simultaneous approach. After the K-steps one iteration
is completed and a next iteration starts that will again sequentially adjust
the current solution to satisfy each of the constraints.

To describe this algorithm we must make the distinction between adjustable
variables and fixed variables more explicit. Without loss of generality we can
separate the adjustable variables from the fixed values in x by the partitioning
x = (xYm, x

T
o )T where xm denotes the subvector of x containing the adjustable

values and xo the subvector containing the remaining, fixed values. The
restriction matrix A can then be partitioned conformably as A = (Am, Ao).
From Ax ≤ 0 we then obtain as constraints for the adjustable variables:
Amxm ≤ −Aoxo = b, say.
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In an iteration t the algorithm cycles through the constraints adjusting the
current x-vector to each of them. For equality constraints this adjustment
solves the minimization problem

xt,km = arg minxD(x, xt,k−1
m ) s.t. am,kx

t,k
m − bk = 0

= PD,k(x
t,k−1
m ) ,

with am,k the row of Am corresponding to constraint k and bk the correspond-
ing element of b. The equality constraint am,kxt,km = bk defines a hyperplane
and xt,km is the vector on this hyperplane closest to xt,k−1

m . Therefore, it is
the (generalized) projection with respect to the distance D of xt,k−1

m on this
hyperplane, which is denoted above by PD,k(x

t,k−1
m ). For the least-squares

criterion this is the usual orthogonal Euclidean projection. As the algorithm
cycles through the constraints the xm-vector is projected successively on each
of the corresponding hyperplanes and converges to the solution which is on
the intersection of these hyperplanes.

For the least squares criterion the solution of this projection step is given by

xt,km = xt,k−1
m + r̄t,kaTm,k with r̄t,k = (bk − am,kxt,k−1

m )/(am,ka
T
m,k).

Note that r̄t,k is a kind of ”average” residual for constraint k since, if the
values of am,k are confined to 0, 1 or - 1, then am,ka

T
m,k is the number of

adjustable values in constraint k.

For the KL-criterion, the projection cannot be expressed in closed form for
general ak. However, if the elements of this vector are all either zero or one,
which occurs when the constraint is that a sum of xm-values equals a fixed
value bk, the adjustment to an equality constraint k can be expressed as

xt,km,i = xt,k−1
m,i ρt,k if am,k,i = 1

= xt,k−1
m,i if am,k,i = 0

where the adjustment factor ρt,k is given by the rate of violation of constraint
k : ρt,k = bk/(

∑
i am,k,ixm,i). In this case the resulting algorithm is equivalent

to the IPF-algorithm that, when applied to a rectangular contingency table,
adjust the counts in the table to new row- and column-totals by multiplying,
successively, the counts in each row by a factor such that they add up to the
new row-total and similarly for the columns.

For inequality constraints, the constraint can be satisfied with ”slack”, i.e.
am,kx

t,k
m is strictly smaller than bk. In that case it may be possible to im-

prove on the objective function by removing (some of) the adjustment to
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constraint k to the extend that either all adjustment is removed or the con-
straint becomes satisfied with equality. To accomplish this we first undo the
adjustment made in the previous iteration to this constraint. If the con-
straint becomes violated, the projection step is performed with the result
that the constraint becomes satisfied with equality, which is the minimum
feasible adjustment. If after undoing the previous adjustment the constraint
is not violated, no adjustment is performed.



Appendix E
Census data example

In this section we will construct a simple hypercube using two data sources.
Consider two data sets: one is obtained from GBA (municipality data bases)
register and the other is from LFS (labor forse survey). The first data set
consists of three variables: Province, Sex and Age and the second data set
contains one additional variable: Occupation.

Table E.1. Categories of variable Province

Unknown 1
Groningen 2
Friesland 3
Drenthe 4
Overijssel 5
Flevoland 6
Gelderland 7
Utrecht 8
Noord-Holland 9
Zuid-Holland 10
Zeeland 11
Noord-Brabant 12
Limburg 13

For simplicity assume that the three common variables have the same cat-
egories in both data sets. Province has 13 categories, see Table E.1. The
variable age is grouped in five year intervals and has 21 categories: 0− <
5, 5− < 10, ..., 95− < 100, 100+. Sex has 2 categories and occupation 12
categories, see Table E.2.
The data are initially available on the micro level. The total number of
GBA persons is NGBA = 16 408 487 and the total number of LFS persons is
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Table E.2. Categories of variable occupation

Not stated 1
Armed forces occupations 2
Managers 3
Professionals 4
Technicians and associate professionals 5
Clerical support workers 6
Service and sales workers 7
Skilled agricultural, forestry, and fishery workers 8
Craft and related trades workers 9
Plant and machine operators, and assemblers 10
Elementary occupations 11
Not applicable 12

NLFS = 104 674. Both data sets were aggregated up to the publication level.
The cross tables obtained are three and four dimensional hypercubes. The
values of hypercube obtained from the second sample is then adjusted using
the same weights for each cell. The initial weight is then defined as follows:

w =
16 408 487

104 674
.

We assume that the figures of the first data set (obtained from the GBA) are
exogenous. That means these values will not be changed.

Suppose that in the variables defined by x
(j)
i the subindex i will define the

identity of the variable for example Province and the super index will define
the data set where the variable will originate from. In our example we have
two data sets, hence j = 1 or 2. For convenience, the variables Province, Sex
and Age are numbered by 1, 2 and 3. In the first data set these variables are
defined by x

(1)
1 , x

(1)
2 and x

(1)
3 . Similarly, in the second data set the variables

Province, Sex, Age and Occupation are defined as x(2)
1 , x

(2)
2 , x(2)

3 and x(2)
4 . We

define the marginal distribution of the variable x(j)
i as follows:

x
(j)
i,1 , . . . , x

(j)
i,ri
,

the second index here defines the categories of the variable. For example, the
variable Province x1 has 13 categories, r1 = 13.
Each hypercube will have a crosstable of variables, containing the values

x
(1)
1,j × x

(1)
2,k × x

(1)
3,l , j = 1, . . . , 13, k = 1, 2, l = 1, . . . , 21.

For example, when j = 2, k = 2 and l = 8 we have that

x
(1)
1,2 × x

(1)
2,2 × x

(1)
3,8 = 20422
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Table E.3. A part of the second hypercube
Province Sex age Occupation Number of persons

2 2 8 12 51
2 2 8 3 12
2 2 8 4 22
2 2 8 5 23
2 2 8 6 22
2 2 8 7 18
2 2 8 8 1
2 2 8 9 2
2 2 8 10 1
2 2 8 11 9

this means that there live 20422 women of age between 35 and 40 in the
province Groningen. In the second data set we also have the extra variable
Occupation. In case when j = 2, k = 2 and l = 8 the number of persons in
each category of the variable Occupation are presented in Table E.3. Note
that it is the part of the hypercube consisting of four variables. Observe that
there are no persons in this hypercube with the categories 1 and 2 for the
variable Occupation.

x
(2)
1,2 × x

(2)
2,2 × x

(2)
3,8 ×

12∑
i=1

x
(2)
4,i = 161

We want to combine these two data sets into one. We can do this using
the macro-integration method. For the simple example it is similar to post
stratification methods. However, for the complete model, when we will have
to make more than 50 hypercubes consistent with each other, the macro
integration method is easier to generalize.

The reconciliation problem is defined as follows: We have variables x(1)
1 , x

(1)
2

and x
(1)
3 and x

(2)
1 , x

(2)
2 , x(2)

3 and x
(2)
4 . We want to find the estimates x̂(2)

1 , x̂
(2)
2 ,

x̂
(2)
3 , x̂

(2)
4 of x(2)

1 , x
(2)
2 , x(2)

3 and x
(2)
4 , such that:

∑
k,l,h,i

(
x̂

(2)
1,k × x̂

(2)
2,l × x̂

(2)
3,h × x̂

(2)
4,i − x

(2)
1,k × x

(2)
2,l × x

(2)
3,h × x

(2)
4,i

)2

(E.1)

is minimized, under the restriction that the marginal distributions of the
same variables from the sets 1 and 2 are the same:

(x̂
(2)
i,1 , . . . , x̂

(2)
i,ri

) = (x
(1)
i,1 , . . . , x

(1)
i,ri

), for i = 1, 2, 3. (E.2)
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Here we only require that the estimates x̂(2)
1 , x̂

(2)
2 , x̂

(2)
3 , x̂

(2)
4 should be as close

as possible to the original values for each cell of the hypercube and the
marginal distributions of the first three variables should be equal to the
marginal distributions of these variables obtained from the first hypercube
(register data).

We could make the set of restrictions heavier if we would add the restriction
on the marginal distribution of the fourth variable to (E.2);

(x̂
(2)
4,1, . . . , x̂

(2)
4,r4

) = (x
(2)
4,1, . . . , x

(2)
4,r4

). (E.3)

By this restriction we want to keep the marginal distribution of the variable
occupation as it was observed in LFS.
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