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Preface

Miguel Guigó

Instituto Nacional de Estad́ıstica – INE, Spain

The following document is the result of the tasks carried out under the name
Work Package 1 (WP1), a part of the ESSnet on Data Integration project.
The goal of WP1 is to provide a review on the state of the art concerning
data integration procedures, and serve as a guide for producers of official
statistics within the ESS in order to get an adequate theoretical background
on the subject.

The report has been designed as a tool to correctly identify and accurately
define a problem of integration of multiple sources of data; then, compare
the methods available, their features, and their ability -or not- to solve the
current problem; and finally, choose the alternative that best fits the char-
acteristics of the information to be combined, being aware of the issues that
can arise.

There are three key ideas to keep in mind relating to the procedures shown
in this document: first, their scope is basically the information enhancement
that is achievable at the statistical unit level; second, they are based on
the theory of probability, which allows to perform a complete set of quality
tests and measures; and last, they are intended to implement automated
processes, capable of dealing with large datasets often handled by NSIs and
other government institutions. Notwithstanding the foregoing, some issues
discussed in other scientific domains - such as computing -, or relating to
manual treatment of data or estimates at the aggregate level have been also
taken into account.

Three methodological areas are presented and developed: i) record linkage, ii)
statistical matching, and iii) micro-integration processing. While the two first
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are regarded as strictly data integration techniques, in the sense that they
are methods to gather information from two or more different data sources
for the same statistical production process, the third aims to improve the
quality of the data obtained from combined sources by correcting errors and
ensuring the reliability of the outcomes.

The text has been conceived as an update and a completion of the cor-
responding report that was issued by the ESSnet Statistical Methodology
Project on Integration of Survey and Administrative Data (ESSnet - ISAD);
nevertheless, it has been prepared to be read for itself, though it presup-
poses a previous background on Statistics and reading the ESSnet - ISAD
document is recommended.

The Report of WP1: State of the art on statistical methodologies for data
integration consists of 6 sections. Chapter 1 provides an overview of the
record linkage procedure for both the standard (Fellegi-Sunter) and alter-
native (Bayesian) approaches, and the most prominent problems concerning
the former along with the most suitable solutions and recent developments
-mainly, 2007 onwards-. Chapter 2 gives an overall picture of several issues
that have been barely faced by the literature on statistical matching, such as
data drawn from complex sample survey designs, uncertainty on the density
distributions associated to this method, or some non-parametric procedures.
Chapter 3 and 4 analyze the impact of data integration techniques on other
methodological areas such as, respectively, ecological inference and statistical
disclosure control. Chapter 5 provides a formal definition of micro integra-
tion processing together with both a description of the concepts involved in
micro-integration and the differences with related fields -macro-integration
or editing and imputation-, also including a framework of process steps and
methods involved in micro-integration. Last, a comprehensive bibliography
on record linkage and statistical matching, beyond the references already
mentioned throughout those five chapters, has been included at the end of
the document.

It is important to stress that, in order to ensure the internal coherency and
clarity of the text, a unique term for each procedure has been used along
the report, regardless of the fact that some of them can be found under
different names in the scientific literature; e.g. record linkage is sometimes
also known as ”object identification” ”entity resolution” or ”merge-purge”,
whilst statistical matching could be also known as ”data fusion” or ”synthet-
ical matching”, etcetera.

Finally, the following report should be regarded as just the first step in order
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to make data integration techniques applicable in real cases: the rest of the
deliverables and outputs of the ESSnet DI project such as i) the document
on methodological developments on problems which are still open (WP2), ii)
the report on case studies (WP4) and iii) the software applications provided
for record linkage (RELAIS) and statistical matching (StatMatch) (WP3)
are the additional tools that can ensure a successful performance of the in-
tegration process.

Special thanks are due to Marcin Szymkowiak for the efforts in transforming
all the files in this document in LATEX.



Chapter 1
Literature review update on record
linkage

Summary: The goal of record linkage procedures is to identify pairs of records
which belong to the same entity; by record is meant a set of data which has
been gathered on a unit and arranged in the form of fields or variables;
records, in their turn, are gathered into databases. We introduce a formal
procedure to find records belonging to the same unit being from either dif-
ferent or the same source – that is, database. These procedures are based
on probabilistic instead of deterministic criteria and rely on the equivalence
of values when comparing those from two different records on a field-by-field
basis; and then, on the probability of agreement between values given the true
– and unknown – status of the pair of records – that is, they actually do
belong to the same entity or they actually do not. Both standard and alter-
native approaches for probabilistic record linkage are discussed: the former is
widely known as the Fellegi-Sunter theory and the latter is represented by the
Bayesian approach. Some other related issues common to both alternatives,
such as reducing the number of comparisons and dealing with risk of data
disclosure are also illustrated in subsequent sections.

Keywords: record linkage, microdata, Fellegi-Sunter, E-M algorithm, Baye-
sian models, efficient blocking.
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1.1 Introduction

Nicoletta Cibellaa, Miguel Guigób, Mauro Scanua, Tiziana Tuotoa

a Istituto nazionale di statistica – Istat, Italy

b Instituto Nacional de Estad́ıstica – INE, Spain

1.1.1 The concept and aim of record linkage

Probabilistic record linkage consists of a sequence of procedures addressed to
determine whether a pair of records from two different sets A and B belong to
the same entity or not. For what concerns the statistical production process,
this entity is typically a person, a household, a business, an establishment
or, broadly speaking, any kind of statistical unit that is present in a set of
microdata.

The immediate target of these procedures is to enrich the information already
held on such units in a database that is maintained for statistical purposes,
by means of adding new data on the same individuals from other sources;
and the reason for its use is the absence of a unique and error-free identifier
which would permit to merge this information in an automated, massive and
low-cost way, while dodging the risk of committing mistakes.

Since the so-called records are made up of a set of data collected on an
individual, arranged in different fields (let us regard them as ”columns”)
holding different possible values and sorted togheter in the same ”row” for
the same individual, it is feasible to use those data in order to link records,
by means of comparing fields that are common to A and B – provided that
the information stored in these fields has been first properly treated in both
A and B to make comparisons possible. This set of common fields will be
known from now on as key variables.

1.1.2 Characterizing the probabilistic approach

The whole record linkage process can be regarded as a workflow, some of
whose stages – see Cibella, Tuoto et al. (2009) for a complete view – define,
depending on the specific solutions used, whether a probabilistic approach
has been adopted or not. So, (1) the choice of the comparison method, a com-
parison function, and (2) the decision rule which states if a pair should be
considered as a match given a function value, together with (3) the evaluation
of results, can be regarded as those basic stages.
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The first, though not unique, feature of probabilistic record linkage is that, in
order to determine whether a pair of records (a, b), which have been brought
together, belongs to the same unit or not, all the key variables are simoulta-
neously compared. This is due to the fact that data stored in both records
is assumed to contain errors that could either result in non-coincident values
for matching records or vice versa, for each variable considered separately
(for some examples, see Winkler, 2006a). Furthermore, every record in a set
A is compared to each record on set B. This ignores, in principle, the al-
ternative of using a hierarchical algorithm that first examines one piece of
information and then discards definitely a subset of candidate records from
B to be linked to a ∈ A. As a consequence, a probabilistic record linkage
procedure has to handle one set Ω of elements which are pair of records,
{r} = {(a, b) : a ∈ A, b ∈ B}, with Ω typically made up of the Cartesian
product AxB.

Some procedures, though, have been developed in order to reduce that amount
of comparisons, see Baxter, Christen and Churches (2003) and Michelson and
Knoblock (2006) or Goiser and Christen (2006) for a critical approach; they
will be more widely developed in the following sections.

A second feature is the way in which similarity between records is assessed;
that is, in other words, the value associated to each pair r = (a, b). Given an
element (record) with known values for K variables, its closeness to another
element could be measured, for example, in terms of a distance δ, where δ is
a function δ(a, b), be it Euclidean or whatever. Probabilistic record linkage
first associates to each pair a comparison value γab = γ(a, b) (we will denote
it simply by γ), which is a vector of K components γ = (γ1, . . . , γK), one
for each key variable to be compared. The value of γk, a k-th component
of γ, would be γk = 1 when information on both records exists and agrees
on the k-th field, and γk = 0 otherwise (see ESSnet on ISAD, 2008, section
1). Another possible set of values could be selected for γk considering the
outcomes ”information on both records exists and agrees”, ”information on
both records exists and disagrees” or ”information is lost in any or in both
records”.

The key point to be stressed, though, concerning the way that probabilistic
record linkage measures closeness between records, does not lie on the space
Γ of comparisons that contains the possible values assigned to γ. Once γ(a, b)
is obtained, a value related to each γ is then calculated, say a function φ(γ),
expressed in terms of probabilities. That means in its turn to assign such
values to each pair (a, b) in order to assess the similarity between a and b.
Thus, by means of using that measurement, it is feasible to implement a va-
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riety of tools provided by Theory of Probability and Statistical Inference, be
them parameter estimation, hypothesis-testing, classification and discrimi-
nant analysis, logistic regression, Bayesian estimates, etcetera (for a detailed
overview see Herzog et al., 2007).

1.1.3 Alternative methods for probabilistic record link-
age

1.1.3.1 The basic Fellegi-Sunter approach

The early contribution to modern record linkage dates back to Newcombe
et al. (1959) in the field of health studies, followed by Fellegi and Sunter
(1969) where a more general and formal definition of the problem is given.
Following the latter approach, let A and B be two partially overlapping files
consisting of the same type of entities (individuals, households, firms, etc.)
respectively of size nA and nB. Let Ω be the set of all possible pairs of
records coming from A and B, i.e. Ω = {(a, b) : a ∈ A, b ∈ B}. Suppose
also that the two files consist of vectors of variables (XA) and (XB), either
quantitative or qualitative, and that (XA) and (XB) are sub-vectors of k
common identifiers, called key variables in what follows, so that any single
unit is univocally identified by an observation x. Moreover, let γab designate
the vector of indicator variables regarding the pair (a, b) so that γabj = 1 in
the j-th position if xAa,j = xBb,j and 0 otherwise, j = 1, . . . , k. The indicators
γabj will be called comparison variables.

Given the definitions above we can formally represent record linkage as the
problem of assigning the couple (a, b) ∈ Ω to either one of the two subsets
M or U , which identify the matched and the unmatched sets of pairs respec-
tively, given the state of the vector γab. This assignment can be modelled
by a new variable C, which assumes the value 1 for the pairs in M and 0
otherwise.

Probabilistic methods of record linkage generally assume that observations
are independent and identically distributed according to appropriate proba-
bility distributions. Following Fellegi and Sunter (1969), the bivariate ran-
dom variable C is latent (unobserved), and it is actually the target of the
record linkage process. The comparison variables γab follow distinct dis-
tributions according to the pair status. Let m(γab) be the distribution of
the comparison variables given that the pair (a, b) is a matched pair, i.e.
(a, b) ∈M , and u(γab) be the distribution of the comparison variables given
that the pair (a, b) is an unmatched pair, i.e. (a, b) ∈ U . These distributions
are crucial for deciding the record pairs status, as explained in WP1 of the
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ESSnet on Isad (2008).

1.1.3.2 Drawbacks of the Fellegi-Sunter procedure

Decision rules based on the Fellegi-Sunter approach are problematic for dif-
ferent reasons.

1. Constraints on multiple matches. Most of the times it is manda-
tory that each record in file A links to at most one record in file B.
The Fellegi-Sunter approach is not able to manage this constraint. It
is necessary to apply an optimization procedure to the record linkage
results. The interactions between these two procedures and the effects
on the record linkage quality have not been investigated yet.

2. Information on frequency of rare and frequent states of the
key variables. Apart from some naďve approaches described in Fellegi
and Sunter (1969) and Winkler (1995), it is often ignored the fact that
equalities on a rare state of a key variable supports the idea that the
two records refer to the same unit more than when the equality is on
a very frequent case.

3. Model assumption 1. The Fellegi and Sunter approach assumes that
the available observations are the nA×nB pairs of records given by the
Cartesian product of the two files A and B. The statistical model is
a mixture model that assumes that comparisons on a key variable for
different pairs are statistically independent. This is never true, and
may influence the results of the record linkage process.

4. Model assumption 2. Usually it is a common practice to choose
simple models of interaction of key variable comparisons, when the key
variables are more than one (i.e. always). By far, the most used model
in practice considers the conditional independence of key variable com-
parisons given the linkage status (true link or not). The appropriateness
of this model should be verified in practice, because it does not always
hold. Anyway, usual statistical tests fail to give reasonable results.

These problems are tackled by a Bayesian procedure that will be described
in Section 1.3. This method will organize differently the data for record link-
age, introducing explicitly a possible error model for the key variables used
in record linkage, and constraining the unknown parameters to have values
according to appropriate prior distributions that reflect the (possible) avail-
able knowledge on the amount of overlap between A and B, the amount of
error in the key variables and the frequency distributions of the key variables
in the population.
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1.2 Advances in the Fellegi-Sunter theory

Miguel Guigó

Instituto Nacional de Estad́ıstica – INE, Spain

The paragraphs below will show several core issues on the Fellegi-Sunter (FS)
model for probabilistic record linkage, which strategies are discussed as fol-
lows: the method for calculating a global value of closeness as a starting
point is introduced in section 1.2.1; section 1.2.2 deals with statistical infer-
ence and parameter estimation; a second method for getting global values
based on computer science is proposed in section 1.2.3; some relevant as-
sumptions and procedures within the FS scope are reviewed, together with
some critical points of view, in sections 1.2.3.1 and 1.2.3.2.

1.2.1 Comparing common information

Let us assume, following ESSnet on ISAD (2008) and Cibella, Tuoto et al.
(2009) that two partially overlapping datasets A and B (in the sense that they
are supposed to hold information on at least a subset of individuals whose
data are recorded in both A and B) have been previously pre-processed and
harmonized, and a group ofK common identifying attributes or key matching
variables have been chosen in order to compare records in pairs (a, b) one for
each set.

Their degree of similarity or disimilarity then depends on a multidimensional
(K-dimensional) scale that should be reduced to a single value named ”global
weight” or ”composite weight” (Gu et al., 2003), made up of combining values
corresponding to every attribute. Newcombe et al. (1959) and Newcombe
and Kennedy (1962) offered a solution coherent (though not formalized) with
probabilistic and information theory by using log probabilities in the form

W (a, b) =
K∑
k

wk; wk = log2

pk
p′k

= log2 pk − log2 p
′
k,

where the composite weight W for a pair (a, b) is obtained by adding partial
weights wk corresponding to each attribute compared. In its turn, wk is a log
ratio where p and p′ are the probabilities of agreement for respectively true
matches and pairs accidentally brought together, in case of attributes actu-
ally agreeing; otherwise, they should be the probabilities of disagreement.
Weights are therefore considered as odds ratios and formulated in terms of
frequencies, which are obtained directly from the observed data for a variety
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of categories of an attribute - for example, different probabilities of agreement
(and disagreement) depending of the frequency of each surname. The intu-
itive and appealing idea is that (1) since probabilities of agreement tend to
be high in true matches and low in false matches, weights should be positive
in case of coincidence, and (2) since the opposite is true for false matches,
weights should be negative when attributes do not coincide.

This approach is partly shared in Copas and Hilton (1990), which goes further
with the idea of probability ratios. Given a pair (a, b) of records, a hypothesis
test of H1 (both records relate to the same person or entity) against H0

(they relate to different entities) can be formulated by taking into account
the distributions

p(a, b) = P (a, b |match); pa =
n∑
b

pab; pb =
n∑
a

pab;

where pab is the probability of selecting a pair a, b belonging to the same indi-
vidual, and pa , pb are the marginal probability distributions for, respectively,
a and b of being selected. Then the test can be performed through

pab
papb

provided that a ”study file” is available, consisting of a set of matched record
pairs. Then, for a given data field, each record can take one of n known
values labelled 1, 2, . . . , n, and a double-entry table can hold the frequencies
or probabilities for each pair of values of being selected when its true status is
a match. Moreover, a wide range of models, based on the statistical behaviour
of the errors with respect to the correct values, can be fitted in order to
calculate those probability ratios.

Two important features must be stressed in this approach. First, the so ob-
tained weights are value-related rather than field-related. This seems that the
agreement on a specific comparison field results in different weights depend-
ing on whether that common value is rare or not. Second, several degrees or
levels of agreement can be achieved and assessed for each field instead of a di-
chotomous pattern of complete agreement/disagreement. Nevertheless, the
need of a study file containing a set of records with their true status known
must be also considered as an important constraint in order to implement
this approach in practice.

Fellegi and Sunter (1969) added a theoretical background to the idea by
Newcombe et al. proposing a composite weight as a function of γ = γ(a, b)
which can be written in the form
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R (γ) =
m (γ)

u (γ)
=

Pr (γ/r ∈M)

Pr (γ/r ∈ U)
,

W = log2R (γ) = log2

m (γ)

u (γ)
= log2m (γ)− log2 u (γ)

where m(γ) and u(γ) are conditional density functions, which give the prob-
ability of each value γ when, respectively, the pair r = (a, b) belongs to the
subset of true matched pairs (M) or not (U), provided that M ∩ U = ∅ and
M ∪ U = Ω , the space of all possible pairs.

Please note that, in this general form, it does not matter in which way values
are given to m(γ), since eventually a value in the form of a probability ratio
will be assigned to m(γ) and thus to each pair of records, r = (a, b). So, as
we stated above, the measurement of closeness between two records is given
- before taking logs - through a value in a range (0,+∞). However, the loss
of information due to the fact that only complete agreements are reported,
is discussed in section 1.2.3.

The reason for adopting such a weight is that R(γ) can be subsequentially
handled as a likelihood ratio whose likelihood functions can be expressed
more broadly as L(γ; θ1) for m(γ) and L(γ; θ0) for u(γ), being θ1, θ0 the
parameters corresponding, respectively, to the hypotheses r ∈M and r ∈ U
(non-observable events), thus allowing to perform a hypothesis test with
maximum discriminant power to check whether a pair is more likely to belong
to the same entity or not. The Fellegi-Sunter approach also provides criteria
to establish acceptance or rejection values; that will be further discussed in
section 1.2.3.2.

In order to get specific expressions which be also feasible to handle, Fellegi
and Sunter introduce the Conditional Independence Assumption (CIA) for
the joint distributions m(γ) and u(γ), stating that they can be written as
a product of the probability functions mk(γk), uk(γk) since the behaviour
of each γk (agreement or not in the k-th field) does not depend on the in-
formation contained in the remaining data fields. This assumption, largely
discussed, has been rejected by some subsequent approaches that will be
introduced in sections 1.2.2 and 1.2.3.1. Then

m (γ) =
K∏
k

mγk
k (1−mk)

1−γk

and
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u (γ) =
K∏
k

uγkk (1− uk)1−γk

are typically made up of Bernoulli distributions pk (γk) = pγkk (1− pk)1−γk

where pk is the probability of γk = 1 and its complement, the probability of
γk = 0, thus obtaining

R (γ) =
K∏
k

(
mk

uk

)γk (1−mk

1− uk

)1−γk

logR (γ) =
K∑
k

{γk (logmk − log uk) + (1− γk) (log [1−mk]− log [1− uk])}

The whole model has as unknown parameters m1 . . .mK , u1 . . . uK , and,
since the former are conditional probabilities, Pr(r ∈ M) and Pr(r ∈ U),
say π and 1 − π. One of the key issues of the FS methodology is then the
estimation of those parameters. At this point, the following alternatives can
be taken into account:

• To consider or not additional assumptions on the model specification.
These usually refer to the number of expected pairs that really match,
based on the actual sizes NA and NB of the datasets to be merged, and
expected NU and NM regarding that M and U are subsets of A × B
(or Ω).

• To make use of external files and then handle them as training data
with known matching status, or just the data collected from the files
A and B themselves, be them the entire files or a training sample.

Both alternatives have been widely adopted and several arguments can be
given in favor or against. The results of earlier studies on the same popu-
lation, in which the true status of pairs has been clerically reviewed, can be
extremely useful when available, since they can provide accurate and reliable
estimates. On the other hand, inconsistent standards applied for different
clerks in different batches may drive to disappointing and deceptive results.
Moreover, the assumption of stability in the proportions and other parame-
ters (Winkler, 1999) through different registers or even different populations
is highly risky; for example, the frequencies and proportions observed in some
fields containing information such as name or surname can dramatically vary
depending on the selected site. And, of course, a clerical review specificaly
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made for a new linkage problem when previous studies are not available can
be too expensive and time consuming.

The option of using external training data has been chosen in recent years and
for several purposes by a handful of new methods such as machine learning
or information retrieval (see Winkler, 2000, and Goiser and Christen, 2006).
The latter, using the entire files, has been adopted within the standard FS
scope.

1.2.2 Estimating unknown parameters

As it can be deduced from paragraphs above, probabilistic record linkage
based on the FS procedure intends to discover whether two records do really
belong to the same unit through a model that includes, in its turn, a set
of conditional distributions in which the true status of the records must be
known. From the probabilistic approach, this can be viewed as a problem
related to statistical inference.

Fellegi and Sunter (1969) propose two methods for estimating unknown prob-
abilities mk, uk, π, using field value frequencies at A and B.

1.2.2.1 Field value frequencies (I)

The first method assumes that, given a key variable – or matching field – it
can take, say, J true and error-free different values, with true frequencies

f
(A)
1 , . . . f

(A)
J

J∑
j=1

f
(A)
j = NA

f
(B)
1 , . . . f

(B)
J

J∑
j=1

f
(B)
j = NB

f
(M)
1 , . . . f

(M)
J

J∑
j=1

f
(M)
j = NM

Then, the probability of agreement is defined for each field value according
to: first, the relative frequencies of that value in M (for true matched pairs),
or A and B otherwise; second, the probabiltiy that none of the true values
is missing nor has been misreported1, that is, the absence of errors. The

1The FS approach also introduces the case where the field value has genuinely changed
over time though records in A and B actually belong to the same individual. Anyway,
a broad set of similar events can be ignored here without loss of generality.
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importance of this proposal is that it deals with probabilities of agreement
or disagreement that, even for the same matching field, could differ from
one value to another. This leads to the possibility of building value-specific
weights for each key variable, which will be discussed at section 1.2.2.4.

1.2.2.2 Field value frequencies (II)

The second proposal is based on the fact that some unconditional probabilites
can be directly estimated, starting from the idea that the probability P (γ)
can be expressed as

P (γ) = P (γ/r ∈M)P (r ∈M) + P (γ/r ∈ U)P (r ∈ U)

as equally happens to each P (γk) separately under the CIA. Then, the pro-
cedure uses some events – called configurations – related to the probability
of γk to be an agreement or not while the remaining γh hold different values;
once their expected proportions are expressed, the conditional probabilities
mk, uk, π, can be derived from a system of equations2. The importance of the
statement on P (γ) made above, is that it introduces the use of conditional
probabilities, and thus the Bayesian perspective, to be introduced at section
1.3.

1.2.2.3 E-M algorithm

Jaro (1989) gives a solution for estimating the set of unknown parameters
via maximum likelihood from the sample provided by the current observa-
tions, starting from the E-M (expectation-maximization) algorithm initially
developed by Dempster, Laird and Rubin (1977), that was conceived for
”incomplete data” models where, as actually happens in the FS approach,
a subset of variables cannot be directly observed; in this algorithm, the val-
ues of the unobserved variables are also estimated together with the rest of
parameters, in a model of ”complete data”. In probabilistic record linkage
applications, this variables correspond to the true statuts of r, say gr = 1
when pairs match or gr = 0 otherwise, with probabilities

P (γr = 1) = P (r ∈M) = π, P (γr = 01) = P (r ∈ U) = 1− π

the likelihood function
2Provided that K > 2.
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L (γ;m,u, π) =
∏
r∈Ω

[m (γr)P (r ∈M)]gr [u (γr)P (r ∈ U)]1−gr =

=
∏
r∈Ω

[
π

K∏
k

m
γk,r
k (1−mk)

1−γk,r

]gr [
(1− π)

K∏
k

u
γk,r
k (1− uk)1−γk,r

]1−gr

and the log likelihood

logL =
∑
r∈Ω

gr

{
log π +

K∑
k

[γk,r logmk − (1− γk,r) log (1−mk)]

}
+

+
∑
r∈Ω

(1− gr)

{
log (1− π) +

K∑
k

[γk,r log uk − (1− γk,r) log (1− uk)]

}

The solution is achieved iteratively; initial estimates m̂(0)
k , û

(0)
k , π̂(0) can be

arbitrarily chosen and ĝ
(p+1)
r at the p+1-th step are obtained by means of

calculating their expectation (E) given m̂
(p)
k , û

(p)
k , π̂(p); and then L is maxi-

mized (M) calculating the corresponding values of m̂(p+1)
k , û

(p+1)
k , π̂(p+1), set-

ting their partial derivatives equal to 0.

So the following phases: (1) the calculation of a global or composite weight
for each pair of records based on a likelihood ratio R(γ) using conditional
distributions m(γ), u(γ); (2) the estimation of these conditional distributions
along with the unconditional distribution P(r∈M ) via the EM algorithm; and
(3) a decision criterion to consider r as a link or not, also proposed by Fellegi
and Sunter (1969), make up the cornerstone of the FS scope for probabilistic
record linkage.

1.2.2.4 Frequency-based weight scaling

One of the limitations that have been pointed out on the FS approach with
respect to the former statement by Newcombe et al. is, along with the CIA,
that only field-specific weights, instead of value-specific weights, are taken
into consideration.

The FS composite likelihood ratio is the sum of field-specific weights which
measures the contribution of agreements or disagreements depending on the
relative importance of each key variable as a whole; thus, chance agreements
as a consequence of an error are regarded as more feasible in, e.g., a di-
chotomous variable such as ”gender” (with only two different values) that in
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a matching field such as surname. Nevertheless, the fact that the probability
of agreement between records, when they actually do not match, differs from
a value to another, is not taken into account. So, an agreement in the second
name within the Central Population Register of Spain for a value such as
”Rodŕıguez” –which frequency is extremely high– is weighted the same as an
agreement in the name ”Lucini” – which is extremely uncommon.

Yancey (2000) extends the frequency-based approach in the FS model in order
to calculate the m and u value-specific probabilities for each field, under the
CIA. For a given matching field, we can denote the event ”fields agree on
both records” γ = 1 as G, and ”both records take the j-th value” as Gj.
Then, the event ”fields agree on both records and take the j-th value” has
the conditional probabilities

P (Gj/M) = P (Gj ∩G/M) = P (Gj/G,M)P (G/M)

P (Gj/U) = P (Gj ∩G/U) = P (Gj/G,U)P (G/U)

assumed that the pair is, respectively, a true match or a non-match. There-
fore, the value-specific agreement weight should be

m (Gj)

u (Gj)
=
P (Gj/M)

P (Gj/U)
=
P (Gj/G,M)

P (Gj/G,U)

P (G/M)

P (G/U)

which is the traditional binary agreement weight premultiplied by a prob-
ability ratio, which can be estimated once the former is calculated via the
EM algorithm. The result is an adjusted weight that takes into account the
frequency of each different value of the key variable.

Zhu et al. (2009) propose to improve the record linkage performance by
means of a value-specific frequency factor in order to adjust the field-specific
weight.

W =
K∑
k=1

{
Sγkk log2

(
mk

uk

)γk
+ log2

(
1−mk

1− uk

)1−γk
}
,

Sk =

(
Nk/Jk
fk

) 1
2

=

√
Ak
fk

where Wk is the general scaling factor; Nk is the total number of the values
for the field (be them different or not), Jk is the number of unique values
for the field, and fk is the specific frequency of the current value; Ak is then
the average frequency for the field. Note that only fk varies from a current
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value to another, while the rest of the elements of Sk are constant for each
field. As a result, scarce values below the average frequency will result in
a high scaling factor and vice versa. The original FS weight, however, does
not have to be scaled in each and every case, but in the ones corresponding
to the most uncommon values, below a chosen cut-off percentile.

In order to evaluate the performance of the frequency-based weight scaling,
since it is not equal to a formal likelihood ratio anymore, the former pro-
cedures for calibrating false-match rates must be replaced by a specificity
(SPEC) and sensitivity (SENS) analysis, together with a positive predictive
value (PPV), through a comparison of the results against a gold standard
of clerically reviewed records. Once record pairs have been identified as
false-positives (FP) – when the pair has been declared as a link and ac-
tually records do not match, false-negatives (FN), true-positives (TP) and
true-negatives (TN), SPEC = TN/(TN+FP), SENS = TP/(TP+FN) and
PPV=TP/(TP+FP).

1.2.3 Approximate field comparators

As shown in section 1.2.1 similarity and dissimilarity between records is gen-
erally measured on the basis of mere agreements or disagreements on the val-
ues of the key variables, given a pair r =(a,b); and thus, the K -dimensional
vector γ is typically made up of zeroes or ones. This space of possible com-
parisons is often regarded as excessively restrictive (Yancey, 2005; Winkler,
2006b), since dichotomous variables do not permit to use values related to
partial agreements.

While quantitative data can provide a distance between values, δ(a, b), such
partial agreements are specially difficult to handle in case of comparing fields
that contain strings of characters; a situation, however, that occurs very of-
ten in record linkage applications. In a major statistical operation such as
a census, Porter and Winkler (1997) and Herzog et al. (2007) report that
names and surnames may contain typographical errors (transcription, key-
punching, etcetera) or legitimate variations3 that could affect 20%-30% of
true matched pairs of records – whose γk value would be then computed as
‘”0”. Computer science has come to aid statistics in this issue via string
comparators. A string comparator gives values of partial agreement between
two strings, usually mapping the pair into the interval [0,1] in order to sub-
sequently modify the usual weights of the record linkage procedure.

3 For example, adopting spouse’s surname after marriage. This latter case would not
result, of course, in any kind of partial agreement.
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Jaro (1972) introduced the first string comparator metric, based on an al-
gorithm. Let La and Lb be the lengths of two character strings a,b; c, the
number of common characters – agreeing characters within half of the length
of the shorter string; t, the number of transposed characters. A transposi-
tion happens when a character is common to both strings but it is placed at
different positions. Then

Φ (a, b) = Φ1
c

La
+ Φ2

c

Lb
+ Φ3

c− t
c

Φ1 + Φ2 + Φ3 = 1 ; 0 ≤ Φ ≤ 1

Bigrams (length-two strings, see ESSnet on ISAD, 2008, section 1) can also
be used to build string comparators. The bigram function returns the total
number of common bigrams in both strings divided by the average number
of bigrams in the two strings (Porter and Winkler, 1997). Therefore, 0 ≤
Φb ≤ 1 still holds.

Bilenko and Mooney (2002), Bilenko et al. (2003) or Winkler (1990, 1994,
2004), among others, propose or refers several enhancements to this basic
approach. The latter also give procedures for adjusting new weights w ’k for
each key variable using Φk. This can be done by means of mere substitu-
tion, a linear combination, etcetera; w ’k should be then still within the range
0 ≤ w′k ≤ +∞ though, since wk or w ’k represents the ratio mk/uk in case of
agreement or (1-mk) / (1-uk) in case of disagreement, it is possible to analyze
how does the adjustment affects (increases or decreases) the probabilities for
matched and unmatched pairs. An extreme case can illustrate this; a trans-
formation of γk into γ′k given Φk can consist of assigning ”total agreement”
(γ′k = 1) when Φk is above an upper bound. Then, the frequencies for γ′k = 1
will increase and the same will happen to mk and uk, while penalizing (1-
mk) and (1-uk). Therefore this method, on the one hand, takes advantage of
the additional information provided by approximate comparators, but on the
other hand ignores the difference between a total and partial match. Anyway
it is important to take into account that these methods (Porter and Win-
kler, 1997) are not statistically justified, required constant maintenance and
values achieved are highly unstable.

An approach that intends to conciliate the use of approximate field compara-
tors with the traditional FS-Jaro procedure can be found in Yancey (2004b,
2005). Once a measure of dissimilarity δ(a, b) such that 0 ≤ δ ≤ 1 is built,
it is possible to obtain the variable γ, which typically varies from 0 to 1 (by
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means of, e.g., γ = 1− δ and then get the field weight

W (x) = log2

m (x)

u (x)
= log2

Pr (γ = x/M)

Pr (γ = x/U)
0 ≤ x ≤ 1

with extreme cases, W (1) when γ = 1, and W (0) when γ = 0, for complete
agreement and disagreement, respectively. The parameters of the model can
be then estimated by maximum likelihood via the EM algorithm as in the
FS-Jaro model, with the particularity that γ could not be only equal to 0 or
1. Nevertheless, note that it is not necessary to obtain the variable γ since
it is enough to directly associate a probability to each value of δ in order to
get the field weights.

DuVall, Kerber and Thomas (2010) develop this procedure for the particular
case where δ is the Levenshtein distance or edit-distance (see Bilenko et al.,
2003), which measures the number of edit operations – inserts and edits –
that transform a string a into another string b. Levenshtein (1966) provides
an algorithm to compute the minimum number of edit steps that convert a
to b, and max(La,Lb) is the maximum number of edit steps. These elements
allow to build a standardized distance between field values,

δL =
L (a, b)

max (La, Lb)
0 ≤ δL ≤ 1

where L(a,b) would be the minimum number of edit steps to transform a
into b by means of the Levenshtein algorithm. The conditional distributions
m(δ) and u(δ) and the corresponding W (δ) can be then calculated as an
approximate comparator extension (ACE) of the FS method. Since it is
important to check whether the distributions of the global score for true
matches and non-matches are well separated, sample means and variances
of such scores can be calculated in order to compare both distributions via
a Welch two-sample test.

1.2.3.1 On the conditional independence assumption

As pointed out in the section on how weights are calculated, the FS model
makes the assumption that linking variables are statistically independent
given the true status of a pair, and then the distributions m(γ) and u(γ)
can be expressed as products of the distributions of their respective compo-
nents; this means that, first, the lack of agreement in a linking variable is
not correlated with the lack of agreement in other variable when the pair is
a match; and, second, that chance agreements are neither correlated among
false matches. This is a critical point in the model and it has been critizised
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as too simplistic, but at the same time it is difficult to analyse the depen-
dency between errors since their frequencies are seldom high – specially in
case of chance agreement. Moreover, even existing evidence of correlation,
sometimes it does not seem to yield poor results in practice (Winkler, 1989,
1994) or it is not feasible to remove any subset of variables given their short
availability.

Following Thibaudeau (1993), the conditional probabilities m(γ) and u(γ)
could be expressed, instead in terms of the well-known Bernoulli distribu-
tions, as a model based on a latent or non-observable random variable, which
is obviously the true status C of each pair (C = 1 for true matches M, and
C = 0 for non-matches U ).

Frequencies and then relative frequencies and probabilities for each value γ
can thus be expressed through a set of parameters whose values depend on C
and on g1, g2 . . . gK and, once estimated, represents precisely the behavior
of each pair.

Let v (γ) = v (γ1, γ2, . . . γK) = vM (γ1, γ2, . . . γK) + vU (γ1, γ2, . . . γK) be the
frequency of pairs with the value γ for the comparison vector, which are
only observable in the aggregated form that the left-hand side of the equality
shows. The right-hand side shows the count of pairs for each subset of true,
respectively, matches and non-matches. In its logarithmic form it can be
modelled as

log v (C, γ1, γ2, . . . γK) = µ+ β (C) +
∑
k

αk (γk) +
∑
k

ξk (C, γk)

where µ can be regarded as an average value, that is modified by an specific
parameter β depending on the true status of the pair, a set of parameters
αk depending on the pattern of agreement, and another set of parameters ξk
that retrieve the interactions between a field and the latent variable. The
effect of both true status and agreements on the probability of each pair is
based on the constraints

β (U) = −β (M) ; αk (0) = −αk (1) ;

ξk (U, γk) = −ξk (M,γk) ; ξk (C, 0) = −ξk (C, 1) ,

and related parameters are likewise estimated via the the EM algorithm
shown in 1.2.2.3. Note that this basic model does not not tackle the prob-
lem of dependence between the comparison fields, thus it does not basically
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differ from the FS approach with respect to the conditional independence
assumption. It is the use of additional terms in the form

log v (C, γ1, γ2, . . . γK) = µ + β (C) +
∑
k

αk (γk) +
∑
k

ξk (C, γk)

+ (1− C)
∑
k<l

ηkl (γk, γl)

ηkl (γk, 0) = −ηkl (γk, 1) ; ηkl (0, γl) = −ηkl (1, γl)

what handles the interactions between any couple of comparison variables
given the true status of the pair. The term (1 - C ) is introduced due to
the observed fact that significant correlations between probabilities of field
agreements only arise in case of actual non-matches.

In fact, not only interactions between couples of variables but also those con-
cerning three-variable groups or even more should be estimated, provided
that the corresponding restrictions are also added. Nevertheless, due to lim-
itations of the optimization algorithm, the most advisable strategy consists
of first estimate the conditional independence model and then use the so-
obtained values as a starting point to add a subset of variables with suspected
interactions once the corresponding correlation matrix has been examined.
Given that subset of K’ variables, interactions between two-variable, three-
variable and up to K ’-variable groups should be estimated.

Tromp et al. (2008) build a model which assumes dependence between a cou-
ple of key variables – say the h-th and the l -th– whose pattern of agreements
should be them strongly related, keeping the assumption on conditional in-
dependence for the remaining K -2 ones. A new set of parameters, say m1,
. . . m*h, . . . m*l, . . . mK , mhl, u1, . . . u*h, . . . u*l, . . . uK , uhl, π, is considered.
The probabilities mhl, uhl, correspond to those cases where, for a pair of
records, both h-th and l -th fields agree; m*h, m*l, u*h, u*l, correspond to
those where only one of both fields agree; 1- m*h- m*l - mhl and 1- u*h- u*l
- uhl express disagreement in both fields.

A variant of the FS-Jaro likelihood function is used, removing mh, ml,uh, ul,
and their complements and placing the probabilities described above. Coun-
ters γh, γl are also substituted by indicators I(γ), with I(γ) = 1 when the
corresponding configuration of agreements in h-th and l -th fields actually
happens, or I(γ) = 0 otherwise. Then, parameters are estimated using the
EM algorithm. A case study with data on childs from the Dutch perinatal
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registers shows that weights for agreement calculated under CIA were consid-
erabily higher than those yielded taken into account condional dependence
between two highly correlated variables.

1.2.3.2 Considering records as links and non-links

The ultimate goal of calculating a ratio R(γ) is laying down a rule, based on
statistical inference, to decide on the assumed status of each pair r for which
such ratio has been obtained; Fellegi and Sunter give a detailed procedure
that depends on the error rates that are expected to yield in terms of records
wronlgy matched and wrongly discarded as matches (see ESSnet on ISAD,
2008).

Though applying in the record-linkage context the Neyman-Pearson lemma,
which states that the ratio of two likelihood functions with alternative param-
eters – in our case m(γ), u(γ) – can give the best acceptance and rejection
regions for a hypothesis – the records are matched or not – given a maxi-
mum affordable error, Fellegi and Sunter provide a specific theorem on the
construction and properties of an optimal linkage rule. Three decisions A1,
A2, A3, are possible, depending on whether each pair is declared as: ”a link”
(A1), ”a non-link” (A3), or ”a possible link” (A2) subject to a later clerical
review. Two admissible error rates are taken into account:

µ =
∑

γ P (A1/γ)u (γ) (1) for false matches wrongly declared as links,
and
λ =

∑
γ P (A3/γ)m (γ) (2) for true matches wrongly declared as non-

links4.

Since the structure of the model does not supply a continuous and monotoni-
cally increasing or decreasing function R(γ), values of R are just sorted from
the highest to the lowest, say R(γ)(1),R(γ)(2) . . . R(γ)(L); the corresponding
values u(γ)(h) for each R(γ)(h) are selected to be included in (1), starting
from u(γ)(1) and until the set-up value of m is achieved; then, if u(γ)(n) is
the last item to be added, R(γ)(n) is the upper cut-off threshold. A simi-
lar procedure can be followed for (2), starting from m(γ)(L) to m(γ)(n′)and
getting the lower cut-off threshold R(γ)(n′).

The parameter estimation via the EM algorithm following the solution by

4Usually, a given value γ will correspond to a unique decision Ai, which conditional
probability on γ will be then ”0” or ”1”. The general approach shown above stands only
for cases where µ and λ cannot be exactly achieved by adding particular m(γ)’s and u(γ)’s
in each error rate, and then for boundary values of γ, one decision or another is randomly
taken.
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Jaro (1989), since provides directly a maximum-likelihodd estimation of the
proportion π of true matches, can offer a more straightforward method to
establish a unique bound, though ignoring maximum error rates. Tromp et
al. (2008) merely sort all record pairs by descending total weight and then
count backward the number of estimated matches; once that number has
been reached, the corresponding weight is accepted as the threshold value.

Belin and Rubin (1995) consider the FS method extremely inaccurate in the
sense that false-match rates are underestimated, after looking up empirical
evidences from training data, clerically reviewed once the FS rule was used.
However, though their approach seems to criticize just the decision rule and
the estimation of false-match rates, it also questions the C.I.A. and introduces
an alternative that can also considered as a starting point for the Bayesian
approach. No matter what kind of weight W is adopted, even R(γ), it is
important to know more about the specific distribution of W.

They assume that its observed distribution is the result of merging either
cases when pairs match and do not match. Moreover, they introduce a mix-
ture model whose general form is

f (W/Z,θ) = f1 (W/θ1)Z + f2 (W/θ2) (1− Z)

P (Z/π) = πZ (1− π)1−Z

and could be assimilated to the equation showed in the paragraph on Jaro
(1989), since Zr is the true status of each pair (Zr =1 when r∈M and Zr
= 0 when r∈U ) and π = Pr(r∈M ). That seems in principle, no difference
with FS scope; but they consider feasible to make additional assumptions
on the behaviour of f (Wr/Zr, θ) instead of the traditional view –that should
be based then on m(γ) = P(γ/ Zr =1) and u(γ) = P(γ/ Zr = 0) and the
C.I.A. –, consideringf1 (Wr/Zr = 1,θ1) and f2 (Wr/Zr = 0,θ2) two different
but typically normal distributions or, if not, that it is possible to transform
them into two normal distributions; the likelihood then becomes

L (W,Z;θ, π) =
∏
r∈Ω

[f1 (Wr/θ1) π]Zr [f2 (Wr/θ2) (1− π)]1−Zr

from a (normal) mixture model where θ1, θ2 and π must be estimated to
completely characterize the model; with θi = µi, σ2

i ; the difference between
means should be large enough to identify both distributions separately.

In order to achieve normal distributions from the current distributions of
the weights, they fall back on a family of well-known power transformations
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proposed by Box and Cox (1964), which have proven good practical results
in a variety of applications (see for example Box, Jenkins and Reinsel, 1994,
p.358); then

W ′
r =

{ (
W λ
r − 1

)
/λW λ−1

r

ω lgWr

λ 6= 0
λ = 0

provided that transformations are not the same for f1 and f2. Therefore, two
additional parameters λ and ω are needed for each distribution, though they
are estimated in training samples previously reviewed, where the true status
of the pairs is known, looking for the values that best fit to a normal distri-
bution. It is also assumed that those are ”global” parameters that remain
stable for any scenario, provided that they are different for true matches and
for non-matches.

Figure 1.1. Frequency distributions of the global weight W, calculated as R(γ) following the FS
procedure, from a simulation of a training sample n = 1,000 obs., before (above) and after (be-
low) a Box-Cox power transformation. The data generating process is a mixture model of the form
L =

∏
r∈Ω [π ·m (γr)]

Zr [(1− π) · u (γr)]
1−Zr , under c.i.a. with known parameters mk, uk, K=5 and

π = .1. Distributions of true matches (right) and non-matches (left) are shown separately. Power param-
eters λ are arbitrarily selected and ω is the common geometric mean.

Then, µi, σ2
i , and π are estimated via the EM algorithm in a similar way

that Jaro, calculating Ẑ(p+1)
r at the E step, and µ̂(p+1)

i , σ̂
2(p+1)
i , π̂(p+1) at the M

step. Standard errors of the parameters are also given via the SEM algorithm
(see Meng and Rubin, 1991).
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Figure 1.2. Several candidate transformations for the global weightW in terms of λ, the abscissa showing
the original values of W. Note that λ = 0 results in lnW , as proposed in the traditional FS procedure.

The model then provides methods for estimating false-match rates given
a cutoff and for each record pair given its weight. Neverthless, an important
idea emerging from this approach is the suggestion that, derived from the
(normal) mixture model given above and once obtained the estimates of θ1,
θ2, P(Zr/Wr) can be found using Bayes’s Theorem. This has been also stated
above from the frequentist perspective by Fellegi and Sunter and gives the
starting point for the Bayesian approach.

1.3 A Bayesian model

Nicoletta Cibella, Mauro Scanu, Tiziana Tuoto

Istituto nazionale di statistica – Istat, Italy

As remarked in Section 1.1.3.2 there are some problems that are not directly
solved by the application of the Fellegi-Sunter procedure (constraints, use
of frequencies of rare categories). Furthermore, they rely heavily on model
assumptions that are not valid. A Bayesian procedure by Tancredi and Liseo
(2010) tackles this problem. The following section summarizes it.

The Bayesian approach needs some additional notation when compared to
the one used until now. As usual:

• N is the unknown size of the whole population of interest
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• A and B are two subsets of the population

• X represents the vector of key variables used to link A and B, V repre-
sents the sets of possible values of the vector X. V consists of k different
vectors of values (i.e. k corresponds to the product of the number of
states of each key variable)

It is necessary to distinguish between variables and parameters.

The Bayesian model in Tancredi and Liseo (2010) considers the following
variables:

µA: is the vector of true values for the key variables on the nA records in A.
µB: is the vector of true values for the key variables on the nB records in B.
XA: is the vector of observed key variables on the nA records in A.
XB: is the vector of observed key variables on the nB records in B.
C : is the matrix of the true status of each pair (a,b) as matches (cab=1) or
non matches (cab =0).
F : the frequency distribution of X on the whole population of N units.

Note that only X is actually observed.

Tancredi and Liseo suggest modeling all these variables in a multivariate
distribution that follows this graphical model:
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The graphical model, known also as Bayesian network (Lauritzen, 1996),
describes in a graphical way the set of dependencies and independencies
between the variables: absence of an arrow corresponds to (conditional) in-
dependencies between the variables (for instance, in the picture above xA

is independent of xB given β). The graphical model decomposes the mul-
tivariate distribution of the variables of interest in the different conditional
distribution of each variable given their parents (i.e. those variables which
are connected with the variable of interest by a direct arrow). Hence, the
previous graphical model specifies the following multivariate distribution:

P
(
xA, xB , µA, µB , C, t, F, β, θ,N

)
= P

(
xA, xB

∣∣β, µA, µB
)
P (β)P

(
µA, µB |C, t, F

)
P (C |t )P (t |F )P (F |θ,N )P (θ)P (N)

Tancredi and Liseo suggest the following distributions for each factor of the
previous multivariate distribution.

• XA and XB: these vectors depend on the corresponding true values
according to the formula:

p
(
xi = vij|µi = vi

j
′
i

)
= βiI{

viji
=vi

j
′
i

} + (1− βi)ψji , i = 1, . . . , h

where ψji = 1/ki (this corresponds to a simple version of the hit-miss
model as described in Copas and Hilton, 1990) and β is the probability
of measurement error for the key variable Xi for i=1,. . . ,h.

• µA and µB are assumed to be two independent simple random samples
drawn from the population of unknown size N:

p
(
µA, µB|F

)
= p

(
µA|F

)
p
(
µB|F

)
In principle

p
(
µS|F

)
=

1(
nS

fS1 ,...,f
S
k

)
∏k

j=1

(Fj
fSj

)
(
N
nS

) S = A,B

where fS = (fS1 , .., f
S
j , .., f

S
k ) are the unobserved true sample counts for

each element of V.

The above model may also be written using the latent structure that
explicitly introduce the matching matrix C and the vector t.
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1. The configuration matrix C is assumed to be constrained so that
each record in A can be linked with at most one record in B and
vice versa, i.e. C the sum of the values of C by row or by column
can be at maximum equal to 1;

2. t is a vector (t1,. . . ,tk) of as many values as the categories of
the set of key variables (k); tj represents the number of matches
among the units whose true value is equal to vj, j =1,. . . k.

The number of different configuration matrix C is equal to(
nA
T

)(
nB
T

)
T !

where

T =
k∑
j=1

tj =
∑
ab

Cab ≤ min (nA, nB) .

The distribution for µA and µB is taken by randomly sampling units
from the groups of units with the same true value vj in different groups,
i.e. the matches, the non matches, and the non sampled. Hence, a nat-
ural distribution is:

p
(
µA, µB|C, t, F

)
=

=

∏k
j=1

( Fj−tj
fAj −tj ,fBj −tj ,Fj−fAj −fBj +tj

)
(

N−T
nA−T,nB−T,N−nA−nB+T

) ∏k
j=1 tj!

(
fAj − tj

)
!
(
fBj − tj

)
!

T ! (nA − T )! (nB − T )!

• C is assumed to be a uniform random variable among the different
possible configuration matrices:

p (C|t) =

[(
nA

T

)(
nB

T

)
T !

]−1

• t follows a multinomial distribution given T and the vector F of true
frequencies in V, while T follows a hypergeometric distribution.

p (t|F ) = p (t|T, F ) p (T |F ) =

[
k∏
j=1

(
Fj
tj

)
/

(
N

T

)](
nA

T

)(
N − nA

nB − T

)
/

(
N

nB

)
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• F follows a multinomial distribution with parameters N (i.e. the pop-
ulation size) and θ, i.e. the parameters of a superpopulation model.

As far as the parameters in the model are concerned, apart from C
which is already been defined as a uniform, Tancredi and Liseo suggest
the use of the following standard prior distributions.

• N is assumed to follow a non-informative prior distribution:

p (N) ∝ Γ (N − g + 1) /N !, g ≥ 0.

• θ is assumed to follow a hyper-Dirichlet distribution.

• β is a vector of uniform random variables.

This model can be used for different record linkage purposes: estimation of
N (in this case it is preferable to marginalize the previous distribution with
respect to C ), estimation of C. This model can be in principle modified in
order to visualize other parameters of interest, as a correlation coefficient
between two variables of interest observed respectively in A and B.

Finally, β is a measure of the measurement error in the two occasions A and
B.

1.4 Efficient Blocking

Gervasio-Luis Fernández Trasobares

Instituto Nacional de Estad́ıstica – INE, Spain

1.4.1 Background

Blocking can be regarded as a search for a set cover (o a set partition) of the
target sets {A;B}:

{Ai, Bi i = 1, . . . ,m}

{A =
m⋃
i=1

Ai (a set partition: Ai ∩ Aj = ∅ ∀i 6= j)

{B =
m⋃
i=1

Bi (a set partition: Bi ∩Bj = ∅ ∀i 6= j)
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then, the space of cross-products is not A×B anymore, more, but it is made
of the corresponding S =

⋃m
i=1Ai ×Bi.

The most efficient set of subsets is achieved by means of minimizing their
size, provided that as many record pairs belonging to M (true matches) as
possible are still feasible:

min {Card {S}} ∧
max {Card {M

⋂
S}}

Standard blocking is usually implemented by means of sorting files on a vari-
able, that can consist of several concatenated attributes, and then each block
is specified by a key: Ai = {x ∈ A/V (x) = ki}

Some other traditional blocking techniques rely on a subset of appropri-
ately representative individuals {xi/i = 1, . . . ,m}, so that blocks are built
by means of a distance or similarity measure, with respect to those represen-
tative units: Ai = {x ∈ A/d (x, xi) ≤ wi} or Ai = {x ∈ A/S (x, xi) ≥ wi}.

As a sum up of these procedures, they consist of a search for attributes
that permit an efficient block specification, or to use a measure for similarity
or distance between individuals, in order to choose the most representative
among them for the whole data.

A new approach arises when block specification is made directly via Rules
or Predicates: in such a case, procedures related to Machine Learning can
be used, in order to fix the set of those Rules or Predicates that provide an
efficient block structure.

Block Rule or Predicate
Ai Ri = {method, attribute, value}
Ai = {x ∈ A/V (x) = ki} Ri = {V (.) , x, ki}
Ai = {x ∈ A/d (x, xi) ≤ wi} Ri = {d (., xi) , x, wi}
Ai = {x ∈ A/S (x, xi) ≥ wi} Ri = {S (., xi) , x, wi}

As regards this latter approach, one of its most important drawbacks, as
it has been pointed out, is the need of a previous training data. For the
particular case of merging survey and administrative data, though, this may
not be seen as a very important issue, since one main feature of this sort of
statistical processes is its repetition on a regular basis. Experience acquired
in previous years or surveys ought to be useful in order to specify a training
data that properly suits the matter to deal with.
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Alternatively, blocking could be considered as a matter of record classifica-
tion, since every block represents those records to be brought together as
part of the same class. Many of the procedures used for classification pur-
poses are actually analogous to those already adopted in traditional blocking
techniques, and some other are born of more recent approaches.

Comparative analysis among several blocking procedures can be found at
references listed below: Christen P. (2007), Christen P. and Gayler R. (2008)
and On B.W., Lee D., Kang J. and Mitra P. (2005).

1.4.2 Traditional techniques

1.4.2.1 Suffix Array-Based Blocking

Aizawa A. and Oyama K. (2005) proposes a method for fast detection of
matched pairs of records. At a first step, blocks are generated from an index
made of variable length tokens, and then a subset of them, according to
a set of criteria, is selected. At the second step, automatically extracts the
blocking keys from already known reliable links in the previous blocks and
to obtain this way, the appropriate and definitive blocks.

1.4.2.2 Sorted Neighborhood Methods

Yan S.; Lee D.; Kan M.Y. and Giles C.L. (2007) proposes an adaptive algo-
rithm which automatically modifies some of the parameters used in a Sorted
Neighbourhood Method (SNM) algorithm. In this case, its sliding window
size.

1.4.3 Rule-Based and Predicate-Based Techniques

1.4.3.1 Predicate-Based Formulations of Learnable Blocking Func-
tions

Bilenko M.; Kamath B. and Mooney R.J. (2006) proposes a general frame-
work for machine learning of blocking functions from general predicates.

1.4.3.2 Sequential covering algorithm to discover disjunctive sets
of rules

Michelson M. and Knoblock C.A. (2006) proposes a method for sequential
learning of disjunctive rules which gradually cover the subset of true matched
pairs within the whole training data.
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1.4.4 Modern classification techniques

1.4.4.1 Seeded Nearest Neighbour and Support Vector Machine
Classification

Christen P. (2008) proposes a new two-step approach for automatic record
linkage. In a first step, some examples with high quality data from training
sets are automatically retrieved, with the purpose of bringing together record
pairs to be compared. In a second step, the former examples are used in order
to train a classifier based on a Vector Support Machine (VSM).

1.4.4.2 Efficient Clustering

Yin X.; Han J. and Yu P. (2006) proposes a procedure for hierarchical rep-
resentation of similarities between objects and the corresponding calculation
in an efficient way. This permits to build clusters that can therefore be used
as blocks.
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Chapter 2
Literature review update on statistical
matching

Summary: Statistical matching is the problem of construction of joint infor-
mation of variables not jointly observed in one survey, but available in two
different sample surveys. A review of the statistical matching methods is in
ESSnet ISAD (2008). This state-of-the-art update considers previously ne-
glected areas: the case of sample surveys drawn according to complex survey
designs from a finite population; developments of the concept of uncertainty
in statistical matching; use of nonparametric procedures.

Keywords: uncertainty in statistical matching, calibration, nonparametric
methods

2.1 Introduction

Mauro Scanu

Istituto nazionale di statistica – Istat, Italy

Statistical matching is a data integration problem that consists of the follow-
ing input:

a) two sample surveys A and B drawn from the same population;

b) an empty intersection of the observed units in the two samples;

c) a non-empty intersection of the sets of variables observed in the two
sample surveys.
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Item b) precludes the possibility to use record linkage methods for the inte-
gration of two data sets.

The objective in a statistical matching problem is the ”construction of joint
information” of a multivariate variable whose components are not jointly
observed in either of the two sources, i.e. at least a pair of variables (Y, Z ) is
such that Y is observed only in the first and Z in the second sample survey,
respectively. The term ”construction of joint information” is rather general,
and includes the following cases:

• a new data set of microdata, which contains the whole set of variables
observed in the two sample surveys;

• an estimate of a parameter of the multivariate variable (e.g. contin-
gency tables, correlation coefficients, . . . ).

This problem has been analyzed in the deliverables of the ESSnet on Inte-
gration of Surveys and Administrative data. The first workpackage (ESSnet
– ISAD, 2008) details the state-of-the art on statistical matching in four
paragraphs, where it is possible to find information on the following issues:

• a description of the different approaches for tackling statistical match-
ing,

• a definition of uncertainty in statistical matching, due to the absence
of sample joint information on Y and Z ;

• an illustration of how it is possible to assess the accuracy of a statistical
matching method.

In the last years there have been some updates that deserve the attention
of those working in a national statistical institute. These updates have been
reviewed in the next paragraphs and refer to:

• the case the two sample surveys have been selected according to (pos-
sibly different) complex survey designs,

• the assessment of uncertainty in parametric (multinomial and normal
distributions) and nonparametric settings,

• the use of nonparametric estimators for tackling the statistical match-
ing problem when the conditional independence assumption holds.

Furthermore, attention is given to those applied areas which have a connec-
tion with the statistical matching problem: in this case, differences are high-
lighted and the solutions developed independently from statistical matching
are reviewed.
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2.2 Statistical matching when dealing with
data from complex survey sampling

Marcello D’Orazio

Istituto nazionale di statistica – Istat, Italy

Statistical matching techniques allow integrating data sources referred to the
same target population. In national statistical institutes often these data
sources derive from complex sample surveys carried out on the same pop-
ulation. In practice, the available data are collected on a random sample
of the target population drawn according to complex survey designs involv-
ing stratification, two or more selection stages (e.g. selection of a sample of
Municipalities – the Primary sampling Units - and subsequent selection of
a subsample of households within each sample Municipality), unequal prob-
ability sampling, etc.

When dealing with such data sources, statistical matching techniques can
not ignore the sampling design and the different weights associated to each
sample unit.

In literature there are relatively few statistical matching methods that tackle
explicitly the sampling design and the corresponding sampling weights:

a) Renssen’s calibrations based approach (Renssen, 1998)

b) Rubin’s file concatenation (Rubin, 1986)

c) Wu’s approach based on empirical likelihood methods (2004)

2.2.1 Renssen’s calibration approach

This approach is based on a series of calibration steps of the survey weights in
order to achieve consistency between estimates computed from the available
data sources. Calibration here is intended as a technique to derive new survey
weights, as close as possible to the starting ones, that fulfil some constraints
set by the researcher.

In the standard framework of statistical matching, the two samples to match
are denoted as A = (X, Y ) and B = (X,Z), being wAi (i = 1, . . . , nA)
and wBj (j = 1, . . . , nB) the weights associated to the units in A and B,
respectively. The first step in the Renssen’s procedure consists in calibrating
survey weights in A and survey weights in B such that the new weights, w(1)

Ai
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and w
(1)
Aj , applied to the set of the common variables, X, allow to reproduce

some known population totals:

t̂xA =

nA∑
i=1

w
(1)
Ai xi = txU , t̂xB =

nB∑
j=1

w
(1)
Bjxj = txU

Note that if the population totals txU are not known for some of the common
variables, Renssen suggests first to calibrate weights with respect to the know
totals, then, for variables whose population total are not known, an estimate
is derived using a combination of the sample estimates (pooled estimate):

t̂xU = λ

nA∑
i=1

w
(1)
Ai xi + (1− λ)

nB∑
j=1

w
(2)
Bjxj

with 0 ≤ λ ≤ 1 (λ can be decided according to a subjective reasoning,
otherwise some practical rules can be applied, a basic rule consists in setting
λ = nA/ (nA + nB)). Hence a new calibration step of the weights w(1)

Ai and
w

(1)
Bj is carried out in order to derive new weights, w(2)

Ai and w
(2)
Bj , that allow

to reproduce the pooled estimate in both A and B.

Note that these initial calibration steps may not be an easy task. For in-
stance, when X is categorical, calibration can be carried out with respect to
the marginal distributions, or to the joint distribution; a mixed situation is
also allowed (just marginal distributions for some variables, and joint distri-
bution for some other variables). Calibrating when there are both categorical
and continuous variables can create some problems. Some authors suggest
categorizing continuous variables, in particular when their distribution is
skewed.

The calibrated weights w(2)
Ai and w(2)

Bj can be used to derive estimates from A
and B. In particular, in case of categorical variables, under the Conditional
Independence Assumption (CIA), the joint distribution P (Y, Z) is estimated
by:

P̂ (CIA) (Y, Z) = P̂ (A) (Y |X )× P̂ (B) (Z |X )× P̂ (X)

Note that P (X) can be estimated indifferently on A or on B.

In presence of auxiliary information represented by a third data source C,
containing all the variables X, Y and Z, two alternative estimates of P (Y, Z)
can be derived. These estimates are derived directly from file C after a series
of further calibration steps.
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The simplest estimate can be obtained under the incomplete two way stratifi-
cation. This approach consists in calibrating the weights wCk (k = 1, . . . , nC)
of the units in C by constraining them to reproduce in C the marginal dis-
tributions of Y and Z estimated from A and B respectively (after the initial
calibrations carried out using the common variables).

A more complex estimate of P (Y, Z) can be obtained under the synthetic two
way stratification. Roughly speaking it consists in adjusting the P̂ (CIA) (Y, Z)
using residuals computed in C between predicted and observed values for Y
and Z respectively (for more details see Renssen, 1998).

2.2.2 Rubin’s file concatenation

The approach proposed by Rubin (1986) consists in concatenating the two
data sources A and B. A new data file, the concatenated data set, F = A∪B,
will contain nF = nA + nB units with missing values on Y and on Z (given
the initial framework there are no units with Y and Z jointly observed).
Before using this concatenated file as a single sample selected from the target
population it is necessary to associate to each unit a new survey weight that
expresses how representative it is.

Following Rubin (1986) the weight for the kth unit in the concatenated file
is

wA∪B,k =
1

πAk + πBk

where πAk is the probability that the kth unit is included in the sample A
and πBk the probability that the unit is included in the sample B. Obviously,
for each unit coming from file A, πAk is already known, while it necessary to
compute the probability that this unit is included in the sample B. This prob-
ability can be derived if the sampling design used for selecting B is known
and the corresponding design variables are available in A. The same hap-
pens, with reversed role, for the units belonging to file B. In other words the
inclusion probabilities in the concatenated file can be computed if the design
variables for both A and B are known for all the units in the concatenated
file. Unfortunately this is not always the case.

It is worth noting that the expression to derive the weights proposed by
Rubin is an approximation, the exact formula would be

wA∪B,k =
1

πAk + πBk − πA∩B,k
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being πA∩B,k the probability that the kth unit is included in both A and B.
If the two samples A and B are selected independently, it comes out that
πA∩B,k = πAk πBk.

Rubin’s approximation assumes πA∩B,k = 0. Unfortunately this assumption
may not be true, in particular when the sampling designs involved in selecting
A and B, allow unequal probability sampling and large units have a higher
probability of being included into the sample (PPS sampling). This is likely
to happen in sampling of enterprises. In these surveys it is common to stratify
units according to some characteristics and to their size, and strata containing
the largest units are censused (”take all” strata). Thus if a very large unit is
in the take all strata of both the surveys it will have πAk = πBk = πA∩B,k = 1.

When it can not be assumed that πA∩B,k = 0, these probability has to be
computed in order to derive the correct concatenated weights wA∪B,k.

As a further comment Rubin notes that before using the concatenated weights
in order to derive the survey estimates, it is preferable to correct them to
allow their sum to reproduce the population size N (this is usually a prop-
erty of a sampling design, such as simple random sampling, stratified random
sampling, etc.). This constraint can be fulfilled by using a simple ratio cor-
rection:

w′A∪B,k = wA∪B,k
N∑nA+nB

k=1 wA∪B,k
.

The difficulties in estimating the concatenated probabilities have seriously
limited the applicability of the Rubin’s approach. Recently, this approach
has been successfully used by Ballin et al. (2008a and 2008b). These au-
thors suggest a Monte Carlo approach in order to estimate the concatenated
probabilities based on the ideas introduced by Fattorini (2006). Fattorini
suggests estimating the inclusion probabilities by drawing M independent
samples from the target population with the same sampling design. The
inclusion probability of the kth unit can be estimated as the fraction out of
the samples containing it out of the M independent drawings.

This approach has been applied by Ballin et al. (2008a) to estimate the
πA∩B,k when concatenating two sample surveys carried out on the Italian
farms. These surveys (Farm Structural Survey and the survey on the eco-
nomic structure of the farms) share the same sampling design (stratified
random sampling but with different stratification criteria) but they are not
independent. The samples are selected with the objective of reducing as
much as possible their overlapping in order to reduce the response burden.
Unfortunately, the overlapping can not be avoided at all because in both
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the surveys the largest farms have probability close or equal to 1 of being
included into the sample.

The procedure suggested in Ballin et al. (2008a) consists in iterating M times
the following procedure

(i) draw a sample from the target population using sampling design of the
survey A

(ii) draw a sample target population using sampling design of the survey
B ;

then compute XA∩B,k the number of times unit k is included at the same
time in both the samples:

XA∩B,k =
M∑
t=1

It (k ∈ sA,t ∩ k ∈ sB,t) k = 1, 2, . . . , N

and estimate the probabilities πA∩B,k through the following expression:

π̃A∩B,k =
XA∩B,k + 1

M + 1
, k = 1, 2, . . . , N

Obviously, this procedure based on the Monte Carlo experiments can be
applied only if the whole sampling frame is available and contains all the
design variables used to draw A and B.

Once the concatenated weights have been estimated, it is possible to use
them to estimate the marginal/joint distribution of the X variables. On the
contrary, methods to deal with missing values are needed to deal with the
estimation of P (X, Y ), P (X,Z) and P (Y, Z).

For example, a possible approach to estimate P (X, Y ) consists in using just
the units on which X and Y are fully observed (units coming from file A)
weighing each observation using a new weight w′′A∪B,k, obtained by calibrating
the concatenated weights w′A∪B,k for units in file A in order to reproduce the
marginal distribution (or joint) distribution of the X variables estimated
from the whole concatenated file using the weights w′A∪B,k.

An interesting application of Rubin’s file concatenation approach is presented
in Ballin et al. (2008b). Data of the Farm Structural Survey and the survey
on the economic structure of the Italian farms are concatenated. The two
surveys are not independent given that the samples are selected in order to
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avoid as much as possible that the same units are included in both the sam-
ples, so to reduce the response burden. Although this negative coordination,
it is not possible to avoid at all that some farms are selected in both the
surveys, this subset of farms are the largest ones that are included in both
the samples with certainty (inclusion probability equal to 1). Hence, when
concatenating the data of the two surveys there is a small subset of forms
for which all the variables are available. This subset can be considered as
a source of auxiliary information to better exploit the relationship between
Y and Z. Unfortunately this subset is composed only of large farms and
hence it a valuable source of auxiliary information limited just to this type
of farms. The paper shows some alternative approaches, based on the usage
of file concatenation and the corresponding weights, that using estimation
methods developed to deal with missing values try to exploit the relation-
ship among Y and Z for the whole population.

2.2.2.1 Empirical likelihood

A recent paper from Wu (2004) explores the usage of empirical likelihood
(EL) to combine information from two sample surveys. Empirical likelihood
methods extend the usage of methods based on likelihood (developed for
the case of i.i.d. samples) to the case of complex samples drawn from finite
populations (for a comprehensive review see Rao and Wu, 2008)

Empirical likelihood methods have been introduced for the case of simple
random sampling. To tackle the case of general unequal probability sampling
Chen and Sitter (1999) proposed the usage of a pseudo empirical likelihood
(PEL) approach that assumes a two stage random mechanism:

1. the finite target population is an i.i.d. sample from a superpopulation
and the log-likelihood is:

lU (p) =
N∑
k=1

log (pk) ,

with

pk = P (y = yk) , pk > 0,
N∑
k=1

pk = 1

2. a random sample s is selected from U with unequal inclusion prob-
abilities πk = P (k ∈ s) (0 < πk ≤ 1). An estimate of the previ-
ous log-likelihood is obtained by using an estimator derived from the
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Horvitz-Thompson estimator of a population total:

lHT (p) =
∑
k∈s

1

πk
log (pk)

lHT (p) is the pseudo log empirical likelihood (PEL)

The theory is slightly different to allow the stratified unequal probability
sampling (see Wu and Rao, 2008, for details).

It is worth noting that an improvement of the PEL approach consists in
using it as an alternative to the weights calibration, by simply maximizing
the PEL with the further constraint that the estimates of pk reproduce know
population totals for a set of auxiliary variables. Wu (2005) provides some
algorithms that allow to derive the maximum pseudo empirical likelihood
(MPEL) estimates of pk.

Wu (2004) suggests using the PEL approach to combine data from two in-
dependent surveys A and B by maximizing the combined PEL:

lHT (p,q) =
∑
i∈A

1

πAi
log (pi) +

∑
j∈B

1

πBj
log (qj)

with pi = P (yA = yAi) and qk = P (yB = yBj).

Unfortunately, Wu’s objective is to combine estimates related to YA and YB
(differences among of the same variable observed in different time periods,
etc.).

A possible extension of the approach proposed by Wu to the framework of
statistical matching is proposed in D’Orazio et al (2009). The interesting
feature of this proposal is that it allows identifying different solutions of
the combined PEL according to the different statistical matching approaches
with complex samples presented by Rubin, Renssen and Wu. In order to
compare the three statistical matching approaches under the framework of
the PEL , D’Orazio et al (2009) carried out a limited simulation study (not
all the features and all the approaches proposed by Wu are considered). Sim-
ulation results show that there is not a best approach. Slightly better results
have been obtained under the Renssen schema but it does not outperform
the other ones.

2.3 Uncertainty in statistical matching

The study of uncertainty is a recent approach to statistical matching. As
stated in the WP1 document of the ESSnet-ISAD (ESSnet-ISAD, 2008),
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it relies on the analysis of the ”uncertainty space”, which is the set of all
the possible (generally not unique) distributions of the random variables
(Y,Z |X ) compatible with the available information, i.e. observed marginal
distribution of (Y,X ) and (Z,X ).

Example: An example is discussed in Torelli et al (2008). The objective of the study
was the joint analysis of variables observed in two agricultural surveys: FADN and FSS.
This statistical matching study was focused on the variables:

• Y: Total number of cattle in the farm, with categories 1 (1 or more cattle) or 2 (no
cattle)

• Z: Intermediate farm consumption, with categories Z = 1 (up to 4999 Euro), Z =
2 (5000-24999 Euro), Z = 3 (25000-99999 Euro), Z = 4 (100000-499999 Euro), Z =
5 (over 500000 Euro).

The common variables used for this statistical matching application were: Utilized agri-
cultural area in hectares, European size units and Livestock unit coefficient.

The resulting contingency table for the two variables Y and Z is as follows.

Y = 1 Y = 2
θ1k θ̄1k θ2k θ̄1k

Z=1 0.02959 0.04903 0.75830 0.77774
Z=2 0.02302 0.04686 0.10060 0.12444
Z=3 0.00715 0.01511 0.02037 0.02833
Z=4 0.00183 0.00420 0.00329 0.00566
Z=5 0.00018 0.00063 0.00035 0.00080

In other words, every cell is composed by a minimum and a maximum frequency. The
width of these intervals is called ”uncertainty”. This kind of uncertainty reflects the fact
that the two variables of interest have not been observed jointly. Anyhow, information
from the two sample surveys FADN and FSS allows to say that, for instance, the relative
frequency of farms with Z=1 and Y=1 is between 3% and 5%.

In the study of uncertainty in statistical matching it is necessary to deal with:

1) the description of the uncertainty space, i.e. the set of parameters admis-
sible given the available data (in the example, the set of distributions for (Y,
Z) with frequencies inside the intervals),

2) the evaluation of uncertainty, i.e., roughly speaking ”how large” the un-
certainty space is (in the example, how large are the intervals).

Some recent papers discuss statistical matching issues that can be referred
to the two previous elements.
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2.3.1 Study of the distributions of the uncertainty space

Gilula et al. (2009) introduce a Bayesian model to use auxiliary information
on the association between the dichotomous variables Y and Z to weaken the
conditional independence assumption (CIA) of Y and Z given X. This model
can be useful to empirically analyse the space of the possible distributions
compatible with the data at hand by introducing hypothesis on a parameter
having a direct interpretation in practice.

They focus on the conditional probabilities P(Y=i,Z=j |X=k)= θij|k for i, j =
0, 1 and k=1,...,K. If we assume the conditional independence, the multi-
nomial model conditionally on X is given by θij|k = θi|kθj|k.They write
a multinomial model that departs from the CIA by introducing a param-
eter λdescribing the association between Y and Z given X. The model is

P (Y = 0, Z = 0|X = k) = θ00|k + a, P (Y = 0, Z = 1|X = k) = θ01|k − a,

P (Y = 1, Z = 0|X = k) = θ10|k − a, P (Y = 1, Z = 1|X = k) = θ11|k + a,

where a=λmin{θ01|k, θ10|k}if λ ∈ (0, 1], i.e. there is a positive association
between Y and Z given X, and a=λmin{θ00|k, θ11|k}if λ ∈ [−1, 0), i.e. there
is a negative association between Y and Z given X.

They finally suggest p(λ) ∝ 1
(1+|λ|)α as prior distribution for λ, that is a sym-

metric distribution centred on zero with the parameter α defining how in-
formative it is. They also suggest inferring on λ conditional on the values
of ϑ̂i|kand ϑ̂j|kthat are the estimates of the conditional distributions of Y|X
and Z|X.

2.3.2 Assessing the uncertainty

In this context there are some updates with respect to the evaluation of uncer-
tainty of statistical matching in the case of multivariate normal distributions
and in a non parametric setting.

Uncertainty in the multinormal case

Raessler and Kiesl (2009) study uncertainty when the r.v.s Y, Z and X are
multinormally distributed.

As remarked in D’Orazio et al. (2006), uncertainty in the case of multivari-
ate normal distributions is related to the non estimability of the correlation
coefficients ρyz. Given an estimate of the parameters ρyx and ρzx (that can
be obtained by the available information), the set of all possible ρyz compat-
ible with those values denotes the uncertainty of the matching process. The
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compatible ρyz are all those values in [-1,1] such that the resulting correlation
matrix is definite positive. All feasible correlations form an ellipsoid.

A measurement of the uncertainty is given by the volume of the ellipsoid
formed by all the feasible correlations, and, as Raessler and Kiesl (2009)
show, it is proportional to the product of the length of its semi-axes given
by 1/

√
λi, where λi is the i-th (i=1,...,n) eigenvalue of the matrix C=(1 −

ρzxρ
−1
xxρxz)

−1(ρyy − ρyxρ−1
xxρxy)

−1

Uncertainty in the non parametric setting

Conti et al. (2009) deal with the problem of evaluating the uncertainty of
a statistical matching problem in a non parametric setting. Uncertainty in
this setting is still described by the class of the models compatible with the
information arising from the data at hand, but they are not identified by a fi-
nite number of parameters. This implies that the description of uncertainty
in this context is considerably more difficult.

The natural way to describe the class of distributions consists in using the
Fréchet class. We recall that, a measure of uncertainty is nothing more
than a suitable functional that quantifies ”how large” is such a class. Then,
conditionally on X, we have a set of plausible statistical models, namely
the Fréchet class of all distribution functions H (z, y |x ) compatible with the
univariate d.f.s G(z |x ), F (y |x ) that can be estimated from the data.

For every (z, y), the pair of inequalities

Lx (F (y|x) , G (z|x)) ≤ H (z, y|x) ≤ Ux (F (y|x) , G (z|x))

holds, where the bounds

Lx (F (y|x) , G (z|x)) = max {G (z|x) + F (y|x)− 1, 0}

and

Ux (F (y|x) , G (z|x)) = min {G (z|x) , F (y|x)}

are themselves joint d.f.s with margins G(z |x ) and F (y |x ).

The set of d.f.s

Hx = {H (z, y|x) : Lx (F (y|x) , G (z|x)) ≤ H (z, y|x) ≤ Ux (F (y|x) , G (z|x))}

is the Fréchet class of marginal d.f.s G(z |x ) and F (y |x ).
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Taking the expectation with respect to the distribution of X, we obtain the
unconditional Fréchet class

H = {H (z, y) : Ex [Lx (F (y|x) , G (z|x))] ≤ H (z, y) ≤ Ex [Ux (F (y|x) , G (z|x))]}

As a consequence of Jensen’s inequality, the previous Fréchet class is narrower
than the ”naive” Fréchet class

{H (z, y) : max (F (y) +G (z)− 1, 0) ≤ H (z, y) ≤ min (F (y) , G (z))}

that does not use the common information X available on the two datasets
A and B.

Given x, uncertainty can be measured by the following difference

∆x (F,G) =

∫
[Ux (F (y|x) , G (z|x))− Lx (F (y|x) , G (z|x))] dF (y|x) dG (z|x)

An overall measure can be given by

∆ (F,G) =∫ {∫
[Ux (F (y|x) , G (z|x))− Lx (F (y|x) , G (z|x))] dF (y|x) dG (z|x) dQ (x)

}
=

Ex [∆x (F,G)]

where Q(x ) is the marginal distribution of X.

It is possible to estimate the extrema of the distributions, as well as ∆ by
means of the corresponding empirical distribution functions.

2.4 Nonparametric procedures for statistical
matching

Mauro Scanu

Istituto nazionale di statistica – Istat, Italy

The first statistical matching applications consisted of the application of
the distance hot-deck imputation method, where distance was based on the
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common variables available in the two files. For instance, Okner (1972)
imputed the 1967 Survey of Economic Opportunity with individual income
tax returns available on the 1966 Internal Revenue Income Tax. Statistical
matching

Hot-deck methods were the main tool for statistical matching for decades.
Singh et al. (1990) give an overview of methods based on the hot-deck family
that can be applied in a statistical matching framework. This approach can
be considered as non-parametric, because it is not needed any parametric
distribution function for the r.v.’s X, Y, Z (as the normal distribution, used
in Kadane, 1978, and in many other papers on statistical matching). Indeed,
distance hot-deck can be formally described as belonging to at least two
classes of nonparametric procedures (in the following, random hot-deck is
described as a special case of the kNN random hot-deck method, as well
as of the nonparametric regression method based on a kNN estimate of the
nonparametric regression function, when k=1).

Assume that Y and Z are independent given X (the conditional indepen-
dence assumption). Statistical matching can be tackled by imputing a value
of the missing r.v. Z in each record in the data set A. Given that under the
conditional independence assumption, Y does not have any information on
Z when X is known, attention can be restricted to the following data sets:(

xAa
)
, a = 1, . . . , nA,(

xBb , z
B
b

)
, b = 1, . . . , nB,

for samples A and B respectively.

A family of nonparametric imputation techniques can be described as fol-
lows. For every xAa in A, let b(a) =(b1(a),..., bk(a)) be the labels of its k
donor records in B, on the basis of the nB observations xBb , b = 1, . . . ,

nB, and let xBb(a) be the corresponding vector
(
xBb1(a), . . . , x

B
bk(a)

)
. Next, the

corresponding z -values zBb(a) =
(
zBb1(a), . . . , z

B
bk(a)

)
are considered. Finally, the

missing value zAa is imputed by z̃a = g
(
zBb(a)

)
, g(·) being an appropriate func-

tion. Examples are the arithmetic mean of zBbj(a), j =1,. . . ,k, their median, or
a randomly chosen value from zBbj(a), j =1,. . . ,k.

2.4.1 Choosing the donor records

By far, the most common selection technique of the k donors of a record a
in A consists in taking its k nearest neighbours, k ≥ 1, i.e. those record in
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B with labels (b1(a),..., bk(a)) such that:

d
(
xAa , x

B
bj(a)

)
≤ d

(
xAa , x

B
bj+1(a)

)
, j = 1, . . . , k,

and

d
(
xAa , x

B
bj(a)

)
≤ d

(
xAa , x

B
b

)
, for any b /∈ (b1(a), ..., bk(a)) ,

where d(.,.) is the Euclidean distance. Goel and Ramalingham (1989) sug-
gest the use of the Mahalanobis distance, anyway the Mahalobis distance,
as well as other distances, has been seldom considered, see D’Orazio et al.
(2006) for an overview that includes also the case of a multivariate X.

2.4.2 kNN random hot deck

Once the k nearest neighbours of xAa and xBb(a) are obtained, one could impute
the missing zAa by randomly choosing a label b̃ (a) among bj(a), j = 1,. . . ,k,
and in taking imputed values

z̃a = zB
b̃(a)
, a = 1, . . . , na.

A generalized version of this approach is in Aluja-Banet et al. (2007). A value
is taken at random assuming different probabilities of selection for the donor
records: observations close to xAa have higher probabilities than those further
away.

Note: When k = 1, this imputation method reduces to distance hot deck.
Imputed data are obtained as:

z̃a = zBb1(a), a = 1, . . . , na.

In other words, each record in A is matched with the closest record in B.

Note: This family of methods can be modified in order to avoid that a donor
is selected more than once. The idea is that, if nA=nB and each donor is
selected only once, the marginal distribution of Z is perfectly reproduced
also in file A.

2.4.3 Methods based on nonparametric regression func-
tion

Let X and Z be linked by a nonparametric regression function:
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Z = m(X) + ε,

where m(x) = E(Z|X = x) is the regression function of Z given X, and
ε = Z −m(X) is the error term, such that E(ε|X = x) = 0 for every x. For
the sake of simplicity, in the sequel we will further assume that the errors
are homoscedastic, i.e. E(ε|X = x) = σ2 independent of x. A simple idea to
impute Z in sample A could consist of the following steps.

1. Estimate the regression function m(x ) by the sample B. From now on,
such an estimator will be denoted by m̂B(x).

2. Let ε̂Bb = zBb − m̂B(xBb ), b=1,. . . ,nb, be the corresponding residuals in
B.

3. Impute the missing zAa by z̃Aa = m̂B(xAa ) + ε̃B, a=1,. . . ,na, where ε̃B is
drawn at random among ε̂B1 , . . . , ε̂Bnb

The rationale of the previous steps is simple: at first, estimate the regression
function and compute plausible values of the errors ε, then use these pieces
of information for imputing Z in A. This approach belongs to the set of
imputation methods known as stochastic.

When the residuals ε̃B are omitted, step 3 is substituted by:

3. Impute the missing zAa by z̃Aa = m̂B(xAa ), a=1,. . . ,na.

This imputation method is deterministic. The possibilities of estimation
of the nonparametric regression function m(.) are diverse. Two of them
are sketched in the following lines. Take in mind that the efficiency of the
estimators of the nonparametric regression function deteriorates when X or
Z are multivariate.

2.4.4 kNN methods

The kNN imputation method consists in estimating the nonparametric re-
gression function m(.) by the kNN estimator. Formally, the regression func-
tion m(.) is estimated by the average of Z corresponding to the k nearest
neighbours of x. When x = xAa :

m̂B
(
xAa
)

=
1

k

k∑
j=1

zBbj(a), a = 1, . . . , nA..
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This estimate can be used for both the deterministic and the stochastic im-
putation method, as defined above.

The key point in using the kNN estimator is the choice of the parameter k
that determines the amount of smoothing of zBb s data. It plays a role similar
to the bandwidth for kernel smoothers.

Note: It can be shown (Paass, 1985; Cohen, 1991) that distance hot deck is
also equivalent to impute missing data through the kNN method, with k=1.
Such a procedure seems to be at first sight a deterministic technique, because
residuals ε̂B1 , . . . , ε̂Bnb are null whenever x is equal to any of the nB values
xBb observed in B. As a matter of fact this method imputes at the same time
both the regression function and the residual.

2.4.5 Local polynomial regression

A different estimator of the nonparametric regression function m(x ) is the
local polynomial estimator (Fan and Gijbels, 1996). Suppose that m(x ) pos-
sesses p+1 derivatives, and denote by m(j)(x ) its j th derivative, j =1,. . . ,p+1.
The nonparametric regression function is approximated locally by a polyno-
mial of order p:

m (t) ≈ m (x) +m(1) (x) (t− x) + . . .+
1

p!
m(p) (x) (t− x)p =

β0 + β1 (t− x) + . . .+ βp (t− x)p .

The polynomial is local because the parameters β0, . . . , βp depend on x. These
parameters can be estimated by the weighted least squares method, i.e. can
be found minimizing the quantity:

nB∑
b=1

(
zBb −

p∑
j=0

βj
(
xBb − x

)j)2

Kh

(
xBb − x

)
where Kh (t) = h−1K(t/h), K (.) is a nonnegative function and h is a smooth-
ing parameter (bandwidth) determining the size of the neighbourhood of x
used in estimating m(x ).

Local polynomial estimators have been proved as particularly useful and
efficient as well. Their merits are thoroughly discussed in Fan and Gijbels
(1996). In particular, when p=0 the local polynomial estimator reduces to
the Nadaraya-Watson estimator. When p=1, the local polynomial estimator
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reduces to the local linear estimator. This has several advantages if compared
to the Nadaraya-Watson estimator, which can be extremely inefficient when
x is close at the extremes of its range and needs to assume that V (ε |X = x)
is independent of x.

2.4.6 Matching noise

Under the conditional independence assumption, statistical matching accu-
racy can be evaluated by the matching noise, i.e. the distance between the
actual distribution of Z given X and the distribution of the r.v. that gen-
erates the imputations Z̃ given X. If these two distributions are ”similar”,
the imputed data set A can be representative of (X, Z ) and, under the con-
ditional independence assumption, of (X, Y, Z ). Preliminary evaluations are
in Paass (1985).

In Marella et al. (2008) the matching noise that affects kNN method is
determined. It is proved that XB

b(a)

∣∣XA
a converges in distribution to a k -

dimensional vector whose elements are equal to XA
a . Hence, stochastic kNN,

distance hot deck and selection of a random element from the k nearest
neighbours tend asymptotically to be matching noise free, while deterministic
kNN (8) is unavoidably biased.

Conti et al. (2008) proves similar results also for imputations based on the
local linear regression estimator. Roughly speaking, since, as nB increases,

1. the estimated regression function m̂ becomes closer and closer to the
population regression function;

2. the empirical distribution of the residuals ε̂b tends to be closer and
closer to the distribution of the (population) errors εb;

then the distribution of z̃a becomes closer and closer to the distribution of za.
In other words, stochastic imputations based on the local linear regression
estimator are asymptotically matching noise free.

Both papers compare these imputation methods by simulation, using data
generating models characterized by non-normal distributions as well as non-
linear regression functions. The imputation method based on the local linear
regression estimator of the nonparametric regression function seems to be
the best choice. Anyway, it is remarkable that distance hot-deck imputa-
tions are quite efficient in all the simulation scenarios, without resorting to
computationally cumbersome procedures.
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Chapter 3
Connections between ecological
inference and statistical matching

Summary: Ecological inference and statistical matching are problems with
many similarities. This section compares the two problems, describes the
models and methods used in ecological inference, highlighting the differences
with those used in statistical matching.

Keywords: ecological regression, tomography line

3.1 Introduction

Marco Di Zio

Istituto nazionale di statistica – Istat, Italy

Ecological inference is the process of using aggregate or macrolevel data to
draw conclusions at the individual level, where no individual level data are
available (King, 1997; Hudson et al. 2010). The usual framework consists of
a set of 2x2 tables related to two binary variables, in which only the margins
are observed (macrolevel data) and the goal is to examine the association
between the two variables (microlevel data). A motivating example is the
following (King, 1997).

Example: Let the following data

1. the proportion of voting-age population who are black (pi),

2. the proportion of voting-age population Turning out to vote (qi),

3. the number of people of voting-age (Ni)
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be known for all the precints i (electorate districts) of a certain county. The goal is to
estimate the proportion of voting-age blacks who vote (βbi) and the proportion of voting-
age whites who vote (βwi). This problem is usually represented through a table, for each
precint i.

Race of voting-age Voting decision
person Vote No Vote
Black βbi 1− βbi pi
White βwi 1− βwi 1− pi

qi 1− qi

Hence, the goal is to infer the cells of the tables (microlevel) through knowledge of the
marginals for each precinct i, i.e. to infer the proportion of voting-age blacks who vote βb
and the proportion of voting-age whites who vote βw referred to all the population.

It is apparent that there is a close connection with the statistical matching
problem when the objective is macro integration.

Following the former example, let the random variable X (assuming 64 cat-
egories) denote the precincts, and let the dichotomous variables Y be the
”Race of voting-age person” and Z be the ”Voting Decision”. With this for-
malization we are exactly in the statistical matching framework, with a slight
reparametrization. Instead of making inference on (generally speaking) the
distribution of (Y, Z ) given X (or the joint probability distribution of Y
and Z ) by means of the knowledge of the conditional distributions Y |X =i,
Z |X =i, the objective is to make inference on the conditional distributions of
Z given (X,Y ) (for this reason, the probabilities inside the table sum to 1
by row).

The fundamental problem is that many different relationships at the individ-
ual level can generate the same observation at the aggregate level: ecological
inference experts refer to this problem as the ecological fallacy. As a matter of
fact, ecological fallacy corresponds to the uncertainty in statistical matching
(see D’Orazio, 2006). This is entwined with the problem of inferring a joint
distribution through the knowledge of only the marginal (conditional) distri-
butions. As in statistical matching, different models are introduced to reach
a single point estimate of the unknown parameters, but also in ecological
inference this can be achieved only by introducing further information, for
instance in the form of hypotheses, on the relationships of the variables Y
and Z that fill the gap of knowledge. In the following some models used
for ecological inference and their connection with those used in statistical
matching are shown.
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3.2 Statistical models in ecological inference

Mauro Scanu

Istituto nazionale di statistica – Istat, Italy

Ecological regression is essentially a problem of inference with partial infor-
mation. Missing information is that on the relationship between the target
variables. The first approaches to ecological inference focused on the defi-
nition of those models that makes the problem identifiable, i.e. estimable,
for the data at hand. A fundamental equation in this setting, following no-
tation of the previous paragraph, is synthesized by the ecological regression
equation, known also as tomography line:

qi = βbipi + βwi(1− pi).

The Goodman ecological regression model (Goodman 1953) is the first ap-
proach in this sense. It consists in assuming that Z and X are independent
given Y. In other terms, the probabilities βbi = βb and βwi = βw do not
change in the different precincts. As a matter of fact, this model is a dif-
ferent conditional independence assumption than the one usually used in
statistical matching problems. Anyhow, this model can be easily estimated
in an ecological regression model through the tomography line, when Y and
Z are dichotomous.

The traditional conditional independence assumption of Y and Z given X is
assumed in Freedman et al (1991). As in statistical matching, this assump-
tion does not need any restriction on the number of states for the variables
Y and Z.

3.3 Uncertainty in ecological regression

Mauro Scanu

Istituto nazionale di statistica – Istat, Italy

The identifiable models described in the previous section have been largely
criticized. This problem can be overcome by analyzing all the models com-
patible with the data at hand. Chambers and Steel (2001) propose to de-
scribe discrepancies from the conditional independence model by means of
the following relationship:

βwi = γqi, for all the precincts i.
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Again, this approach can be usefully applied only when Z and Y are di-
chotomous, so the relationship between the not jointly observed variables is
explained by only one parameter. Fréchet bounds can determine lower and
upper bounds for γ in each precinct. Hence γ should be between the maxi-
mum of the lower bounds and the minimum of the upper bounds for all the
precincts.

This interval would correspond to the uncertainty for the problem at hand.
Chambers and Steel go further, suggesting to use the midpoint of the interval
determined before as an estimate for γ. The idea is essentially Bayesian:
the authors assume that all the admissible models given the available data
are equally probable, corresponding to a uniform distribution on γ in the
interval. The midpoint corresponds to the average γ with respect to this
uniform distribution.

Note – As in every non identifiable model, the prior distribution for γ is
not updated in a posterior by the available data (see Rubin 1974). Fur-
thermore this approach would not be Bayesian in statistical matching. In
fact, the marginal distributions for Y and Z in a statistical matching prob-
lem are usually determined by samples. Hence, the state space for the prior
distribution on γ would be data dependent.

King (1997) focuses the estimation of the parameters βbi and βwi on the
tomography line. In order to get an estimate of βbi and βwi, King:

1. draws values of the pair (βbi, βwi) from a truncated bivariate normal
distribution;

2. determines the intersection between the truncated bivariate contour
line corresponding to the drawn value and the tomography line;

3. estimates (βbi, βwi) averaging the values obtained in step 2.

As in Chambers and Steel, there is an exploration of the admissible values
for the parameters of interest (βbi, βwi) and a final averaging of these ad-
missible values in order to get a unique estimate. King (1997) suggests also
modifications that allow a nonparametric exploration of the parameter space
(instead of using the truncated bivariate normal distribution).

Bayesian approaches have been reviewed and proposed in Wakefield (2004).
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Chapter 4
Literature review update on data
integration methods in statistical
disclosure control
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Summary: In this section two main links between data integration settings
and statistical disclosure control are briefly introduced. First, the relation-
ship between uncertainty and disclosure risk for contingency tables dissemina-
tion is described. It is supposed that the contingency tables are derived from
the cross-classification of some categorical variables observed on the entire
population. Second, the usage of record linkage methodologies for microdata
dissemination is illustrated.

Keywords: disclosure control, microdata dissemination, contingency tables,
marginal distributions

4.1 Contingency table dissemination – Sta-
tistical disclosure control and statistical
matching

Among the statistical information disseminated by National Statistical In-
stitutes, tabular data have been the oldest and most well-known. Given the
regulations pertaining to the privacy of respondents, the general aim is to
release as much information as possible.
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The safest way to protect the confidentiality of respondents is to release no
data at all. This option is generally discarded due to its completely absent
utility. One of the approaches followed by the National Statistical Institutes
is to constrain some data utility measure and then to evaluate the risk of
disclosure; consequently, the decision to disseminate is taken or not.

Suppose now that a National Statistical Institute would like to disseminate
information about a k-way contingency table, i.e. frequency counts (non-
negative integers) derived from the cross-classification of k categorical vari-
ables. Additionally, suppose that the release of the full k-way contingency
table could not be considered a valid alternative, due to the high risk of
disclosure. The release of marginal tables could be a solution since the fre-
quency counts of the initial k-way table might not be exactly known. The
idea is that this uncertainty on the frequency counts might reduce the dis-
closure risk. When releasing contingency tables, the risk of disclosure is not
related to the frequency counts themselves, but rather from the sensitivity
of (some) categories of the cross-classifying variables. Generally speaking,
if there is no uncertainty on the frequency values, information about some
respondents/units might become public knowledge, in contrast with statisti-
cal confidentiality laws. Since it was assumed that the categorical variables
were observed on the entire population, both low and high frequencies might
favour a confidentiality breach. On the contrary, if the observed units were
a sample of the population, the sampling fraction could itself improve pro-
tection of the confidentiality of respondents. This latter case is not further
addressed in this section.

Contingency tables are generally used to study associations between vari-
ables; log-linear models are a common tool to perform such analyses. For
log-linear models, it is well-known, see Agresti (2002), that some possibly
multivariate marginals are minimal sufficient statistics1. Consequently, the
release of relevant marginal tables could be as useful2 as the release of the
full k-way contingency table.

It follows that, when data utility is measured only in terms of log-linear
models, the release of relevant marginal tables could be sufficient. From
the risk of disclosure point of view, for each cell entry in the initial table,
the uncertainty induced by the release of marginal tables should be evalu-
ated. The constraints given by the released marginal tables induce upper
and lower bounds on the interior cells of the initial table. These bounds
1Minimal sufficient statistics are helpful for deriving maximum likelihood estimations.
2Depending on the log-linear model.
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(or feasibility intervals) could be obtained by solving the corresponding NP-
hard linear programming problems. If we consider that these NP-hard linear
programming problem should be an Integer Programming one (admitting no
fractional solutions), the situation is even more complicated. Due to the
high computational complexity and burden, other solutions should be used
in practical applications.

The similarity between the uncertainty problem in statistical matching and
disclosure risk evaluation should be obvious. In statistical matching, one has
the marginal distributions (Y,X) and (X,Z) and wants to make inferences
(i.e. characterize better) the distribution (Y,X,Z). Using the statistical
disclosure control terminology, the same problem may be stated as: evaluate
how much information on the distribution (Y,X,Z) may be derived from its
marginals (Y,X) and (X,Z).

In statistical disclosure control field, the uncertainty problem was approached
by answering the following questions:

a) How many tables are compatible with the given fixed marginal distribu-
tions (Y,X) and(X,Z)?

b) Given the fixed marginal tables, how to compute feasible bounds on the
cell entries in the initial (full) k-way contingency table? How to compute
sharp3 bounds on those cell entries?

a) For categorical variables, answers to the first question were found by in-
vestigating the space of tables with given marginals. Since the initial con-
tingency table and its (given) marginal tables are linked by means of linear
relationships, the space of tables with given fixed marginal tables is a poly-
tope. The number of tables in the polytope is strictly related to the disclo-
sure risk. If the number of tables with given marginal tables is extremely
reduced, there is a high probability that the possible intruder might very
accurately ”guess” the initial confidential contingency table. The number of
tables belonging to a given polytope depends on the number of categories
of the cross-classifying variables and on the values of the marginal tables as
well. Due to the mathematical and computational complexity, the problem
was approached only for 2-way dimensional tables. For example, in Good
(1976) or Gail and Mantel (1977), both the exact enumeration and a normal
approximation were proposed. Although some interesting generalisations are
illustrated, a sufficiently accurate approximation proposed in Gail and Man-
tel (1977) is for the number of r × 2 tables:

3 The tightest possibile.
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N (c,m1, . . . ,mr) =

[
r∏
i

(mi + 1)

] (
2πσ2

)−1/2
exp

(
−(c− µ)2

2σ2

)
,

where µ =
∑
mi/2 and σ2 =

∑
mi (mi + 2) /12, c is the column total and

m1, . . . ,mrare the row totals. Some recently proposed approximation algo-
rithms and asymptotic estimations may be found in Barvinok (2009) and
Barvinok et al. (2010). A software tool for counting the number of lattice
points inside convex polytopes may be found at http://www.math.ucdavis.e
\discretionary{-}{}{}du/~{}latte/.

b) Besides the fact that generalisations to k-way (k > 2) contingency tables
would be needed, one important consequence of the previous approach is that
it does not consider the issue of overlapping marginal tables. Consequently,
its applicability to statistical disclosure control is limited. Using graphical
models theory, Dobra and Fienberg developed a framework for computing
sharp bounds in many cases. Fréchet sharp bounds for the cell entries in
an I × Jcontingency table with entries {nij}, row margins {ni+}, column
margins {n+j} and n++ grand total, are given by: min {ni+, n+j} ≥ nij ≥
max {0, ni+ + n+j − n++}, see Fréchet (1940). Note that this formula is only
a particular case of the formula given in section 4.2 In Fienberg (1999) it
was proposed to use {ni+} and {n+j} to simultaneously measure the risk
of disclosure and data utility. First, the risk of disclosure is evaluated by
means of the previously presented Fréchet bounds. Second, since the same
marginals {ni+} and {n+j} are minimal sufficient statistics for log-linear
models, the data utility constraint a-priori defined by the National Statistical
Institute is satisfied. The original Fréchet sharp bounds hold only for two
(sets) of minimal sufficient statistics. By induction on the number of sufficient
statistics, Dobra and Fienberg (2000, 2001, 2003) generalized the Fréchet
bounds formula for decomposable log-linear models: the upper bounds for the
cell entries in the initial table are the minimum of relevant margins, while
the lower bounds are the maximum of zero, or sum of the relevant margins
minus the separators. These bounds are sharp in the sense that they are the
tightest possible bounds given the marginals.

When the log-linear model associated with the released set of marginals is
not decomposable, the same strategy, i.e. decomposition of graphs by means
of complete separators, was employed to reduce the computational effort
needed to determine the tightest bounds. An independence graph that ad-
mits a proper decomposition but is not necessarily decomposable is said to be
reducible and a reducible log-linear model is one for which the corresponding

http://www.math.ucdavis.e\discretionary {-}{}{}du/~{}latte/
http://www.math.ucdavis.e\discretionary {-}{}{}du/~{}latte/
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minimal sufficient statistcs are marginals that characterize the components of
a reducible independence graph. In Dobra and Fienberg (2000, 2001, 2003),
it was proved that when the released set of marginals is the set of minimal
sufficient statistics of a reducible log-linear model, then the upper bounds for
the cell entries in the initial table are the minimum of upper bounds of rele-
vant components, while the lower bounds are the maximum of zero, or sum
of the lower bounds of relevant components minus the separators.

When the independence graph corresponding to a set of released marginals
is not reducible, the Fréchet bounds are not sharp and an iterative procedure
should be applied. An example of such iterative procedure is the Generalized
Shuttle Algorithm (GSA) developed by Dobra and Fienberg. Let Tbe the
set containing all cells in the initial table, formed by collapsing the cells in
the initial table in every possible way. The blocks to be joined have to be
composed from the same categories in k − 1dimensions and they are also
required not to share any categories in the remaining dimension. Noting
that the upper and lower bounds are interlinked, i.e. bounds for some cells
induce bounds for some other cells, Dobra and Fienberg equivalently stated
the bounds problem: ”Find the upper and lower bounds for the cells in T
given that the upper and lower bounds for some cells in T0 ⊂ T are known”.
Here we give a very brief description of the GSA; more details may be found
in Dobra and Fienberg (2000, 2001, 2003). Let t1 and t2in T such that their
join (or joint table) t12still belongs to T . Then the upper and lower bounds
for the cells t1, t2and t12 are related by: tL1 + tL2 ≤ t12 = t1 + t2 ≤ tU1 + tU2 or
tL12− tU2 ≤ t1 = t12− t2 ≤ tU12− tL2 (and similar inequalities). At each iteration
of the algorithm, such cell dependencies are used to improve4 the current cell
bounds. All the joins forming the current cell are checked as well as the joins
to which the current cell belongs to. If the bounds of the current cell cannot
be improved, the cell is ”moved” into T0. The algorithm iterates until no
further improvement is possible or an inconsistency is found.

Unfortunately, the final bounds found by the GSA are not necessarily sharp,
except in the decomposable log-linear model case and in the case of a di-
chotomous k-way table with all (k − 1)-way marginals fixed. However, in
Dobra and Fienberg (2000, 2001, 2003) a branch-and-bound method was
proposed to sequentially improve the found bounds until they become sharp.
The main idea is the following: if it is possible to find a feasible table for
which the (current) upper bound U is attained and if there does not exist an-
other feasible integer table having a count associated with the (current) cell
t1 strictly larger than U , then U is the sharpest integer upper bound for t1.

4Decrease of upper bounds or increase of lower bounds.
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Obviously, the same statement holds for the lower bounds. The algorithm
developed by Dobra and Fienberg, sequentially fixes every cell at integer
values between its current bounds and uses GSA to update the bounds for
the remaining cells. The authors claim that this sequential improvement
of the bounds avoids an exhaustive enumeration of all the combinations of
possible values of the cells in T that would lead to a very low computational
efficiency. Some practical aspects related to the implementation of the algo-
rithm may be found in Dobra et al. (2003); a C++ code may be found at
http://www.stat.washington.edu/adobra/software/gsa/.

As previously mentioned, the GSA was developed to deal with contingency
tables derived by cross-tabulating categorical variables observed on the entire
population. Issues related to samples of units and to continuous variables
should still be investigated. Another key point is the link with the log-linear
models. The release of partial information, i.e. the marginal tables, produces
no information loss when log-linear models are used to analyse the associa-
tions between variables. Anyway, the sole release of marginal tables might
have a significant effect on other types of analyses, e.g. Mantel-Haenszel
tests or some logistic regression models, as discussed in Lee and Slavkovic
(2008). The updated GSA version illustrated in Gibilisco (2009) exhaustively
enumerates all feasible tables consistent with a set of linear constraints, e.g.
marginals, bounds, and structural and sampling zeros. It should be noted
that the presence of zero counts has a great impact on both data utility5 and
disclosure risk6. In statistical disclosure control, the GSA may be used as
a theoretical background for perturbation methods, e.g. controlled rounding
or generation of distributions over the corresponding space of tables using
Markov bases. Such distributions may be used to evaluate the probability
mass associated to each feasible7 table or to generate synthetic contingency
tables.

4.2 Microdata dissemination – Statistical dis-
closure control and record linkage

According to the privacy laws, a disclosure occurs when a unit is identi-
fied and/or confidential information about a unit may be retrieved. In sta-

5 Being related to the non-existence of the maximum likelihood estimates, see Dobra
et al. (2008).
6Zero counts might tighten the bounds of other non-negative cells, thus increasing the

disclosure risk.
7Belonging to the polytope induced by the given marginals.

http://www.stat.washington.edu/adobra/software/gsa/
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tistical disclosure control, record linkage methodologies have been used to
derive several measures of disclosure risk based on external registers sce-
narios, i.e. making assumptions on how an intruder could identify units
in a released microdata file. Generally speaking, the disclosure scenario de-
scribes/defines/models the uncertainty on intruder’s information (data, tools
and knowledge).

Several assumptions defining the external register scenario are: a) the in-
truder (the person who illegally wants to retrieve confidential information)
has access to an external register covering the whole population, b) the ex-
ternal register and the microdata file share a set of key variables measured
without error and c) the intruder would use record linkage methods to match
a unit in the released microdata file to one in the external register using only
the key variables. A detailed description of this external register disclosure
scenario may be found in Polettini (2003). Based on these assumptions, sev-
eral risk measures have been proposed; for example, the number of ”linked”
units, which is a global8 risk measure. At individual level, the probabil-
ity of correct identification, i.e. the probability of disclosure, is seen as the
probability of correct linkage, see Elamir and Skinner (2006) and references
therein.

In the statistical disclosure control literature, to measure the risk of disclo-
sure, several methodologies have been developed, taking into account differ-
ent record linkage variants. First, for continuous variables, distance-based
record linkages have been set up; each record in the microdata file is linked
to its nearest record in the external register. The disclosure risk has been
obviously expressed in terms of the number of units correctly identified. Dif-
ferent distance functions and different data structures have been considered
in Domingo-Ferrer and Torra (2002, 2003), for example. More recently, the
classical probabilistic record linkage setting has been used to measure the
risk in presence of categorical key variables, relaxing also the assumption on
measurement errors, see for example Skinner (2008) and Shlomo (2009).

Two common open questions are: how to choose the key (or comparison) vari-
ables? how an intruder could use other information about the disseminated
microdata file (known population characteristics, known sampling design in-
formation, etc.) to improve the record linkage performance? Disclosure risk
measures could greatly benefit from accounting for such auxiliary information
in the record linkage process.

8At file level.
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Chapter 5
Micro-Integration: State of the art

Bart F.M. Bakker

Centraal Bureau voor de Statistiek – CBS, The Netherlands

Summary: Data from administrative sources and surveys have measurement
and representation errors. We present a theoretical framework for these er-
rors. Micro-integration is the method that aims at improving the data quality
by searching and correcting for these errors. We distinguish between comple-
tion, harmonization, and correction for the remaining measurement errors.
We define the different errors, give examples of these errors from the daily
practice (from the Social Statistical Database and the Virtual Census) and
propose operating procedures to correct for these errors. If one combines reg-
ister data with sample survey data consistent repeated weighting can be used
for consistent estimation. Finally, the position of micro-integration in the
total statistical process is described.

Keywords: Micro-integration, data linkage, data quality, data processing,
consistent repeated weighting

5.1 Introduction

Traditionally, censuses and surveys are used to collect information needed
for the production of official statistics. Nowadays, register data have become
increasingly popular. The use of these data has many advantages: a much
smaller response burden, the possibility of large sample sizes for the produc-
tion of small domain statistics, and comparatively low costs. However, the
wider use of register data has also revealed more and more quality issues
(Grünewald & Körner, 2005).
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One of the limitations of register data is that they usually have a small
number of variables. It is not possible to produce the desired crosstables,
if the two or more required variables are not in the same register. Data
linkage techniques should be used to combine data from different registers
and surveys. This report focuses on an important aspect of the statistical
process after the linkage of different sources: the integration of administrative
registers and household sample surveys at the micro-level in order to create
integrated micro-data files of e.g. persons, families, households, jobs, benefits
and dwellings.

We use the term ”administrative register” if we mean the administrative data
collected by the register keeper. We use the term ”statistical register” for
a statistical information system that is used to produce statistical outcomes.
As statistical information systems should provide accurate, relevant and au-
thoritative information, the transformation of social statistics from a wide
variety of largely isolated statistics into an integrated statistical system is
the logical consequence of these prerequisites. Authoritative outcomes are
supported by consistent statistical outcomes.

The method of micro-integration is developed in the last two decades, in
particular in the countries in which administrative register information is
widely used to produce statistics. However, authoritative literature is ab-
sent. The existing literature (e.g. Statistics Denmark, 1995; Al en Bakker,
2000; Schulte Nordholt, Hartgers en Gircour, 2004; Statistics Finland, 2004;
CBS, 2006; Wallgren en Wallgren, 2007) are more or less descriptions of best
practices and not based on a theoretical basis. To speak of ”State of the art”
is perhaps premature. The exception to the rule is the method of consistent
repeated weighting that is well described in articles in peer reviewed journals.

We start in section 5.2 with the definition of micro-integration and give the
differences with related fields such as macro-integration and editing and im-
putation. As micro-integration aims at improving data quality by correcting
for errors, it is necessarry to give an overview of possible errors in research
in which different sources are combined. That is the contents of the third
section. In the fourth section we give a review of the methods that are used
in micro-integration: completion, harmonization, correction for other mea-
surement errors and consistent repeated weighting. In this section, which is
”the heart” of the report, we will give examples from the micro-integration
processes used in the Social Statistical Database (SSD) and the Virtual Cen-
sus (VC) of Statistics Netherlands. In section 5.5 we will discuss the use
of micro-integration techniques in the statistical process. We conclude with
some remarks on the applicability of the method and a bibliography.
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5.2 Definition of micro-integration

Combining information from different sources can improve data quality. Data
from single administrative sources and surveys have measurement and rep-
resentation errors (Bakker, 2009b, see also section 5.3). Micro-integration is
the method that aims at improving the data quality in combined sources by
searching and correcting for the errors on unit level, in such a way that:

• the validity and reliability of the statistical outcomes are optimized,

• only one figure on one phenomenon is published,

• variables from different sources can be combined and as such, source
and theme exceeding outcomes can be published, and

• accurate longitudinal outcomes can be published.

The term ”error” in the defenition should be understood in a broad sense.
It also covers the differences in concepts and operationalization of these con-
cepts in the integrated sources. We shall elaborate on these errors in the
next section.

In a strict sense, consistent repeated weighting is no micro-integration be-
cause it is not on unit level and it is not intended to correct for errors in the
data. As this method is used to satisfy the condition that only one figure on
one phenomenon is published, we describe the method anyhow.

Up to now, the method is only widely used for register data or other data in
which the entire population is described such as censuses. In theory, there
should be no difference between the micro-integration of two administrative
registers and a register and a sample survey. Because of this practice, We
give only examples from the combinations of register information.

Micro-integration diverges from macro-integration in that the data are cor-
rected on the unit level. After the micro-integration process, all statistical
output that is produced from the micro-integrated files is consistent. If one
uses macro-integration techniques each new table has to be made consistent
again on a meso- or macro-level.

Micro-integration is also related to editing and imputation. Micro-integration
uses editing and imputation techniques to make the data of integrated micro-
data files more consistent. Editing and imputation is primarily used for the
datacleaning of one source. An external source may be used to facilitate
the detection and correction of errors in the primary source, but will not be
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edited itself. Because micro-integration is applied to different linked sources,
you are able to improve the quality of the data much more than if you have
limited information from only one source. Moreover, correction for coverage
errors and harmonization, two techniques of micro-integration, are usually
not incorporated in editing and imputing processes.

5.3 A framework for errors in statistics based
on combined sources

5.3.1 To a framework for register based statistics

Possible errors in traditional survey processes are very well documented. De-
spite the increasing use and methodological developments, no framework has
been created yet to classify the errors in register-based research or combined
register and survey data. In this section we present such a framework.

We depart from the idea that the various errors that may occur in surveys
are also applicable to administrative registers. In addition to these errors,
there are also specific errors when administrative registers are used for the
production of statistics, like administrative delay (an event is registered with
a certain time lag) and linking errors if several registers are linked.

Most of the registers are constructed with the aid of some survey technique:
face-to-face, paper and pencil, telephone or web-based. Let me give an ex-
ample. Once a year most Dutch citizens fill out a tax form for the income
taxes. It is possible to do that electronically or on paper. Filling out the
tax form electronically is a kind of Computer Assisted Web Interviewing
(CAWI), while filling out the paper tax form is a kind of Paper And Pencil
Interviewing (PAPI). The tax authorities pay a lot of attention to the de-
sign of the electronic and paper forms, in order to avoid misinterpretation of
the questions. Moreover, the electronic help function and the booklet sent
with the paper tax form contain more information to achieve that goal. This
is much like the design of a questionnaire and explanatory texts for survey
research. The explanatory texts can also be used for the instruction of the
interviewers.

Groves et al. (2004) published one of the leading publications on errors in
survey research. They describe the ‘total survey error’ and distinguish be-
tween different components. Based on the life cycle of a survey (figure 5.1)
they distinguish between ‘measurement’ and ‘representation’ errors. As the
survey outcome is the crosstable of two variables, the errors on the measure-
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ment side have a shadow for the second variable. The representation errors
are the same for both variables, but the size can differ.

Figure 5.1. The ‘life cycle’ of and errors in a survey (Groves et al., 2004)

Based on the general idea that it is likely that the errors that normally
emerge in surveys will also occur in registers, as most of the register data are
collected with the aid of a survey technique, figure 1 can easily be adapted to
the most common life cycle of registers. It is possible to distinguish between
one register used on its own, and several registers used in combination with
each other. As we have limited space, we present only a figure for combined
register use (Figure 5.2). The columns ”Measurement” and ”Representation”
errors refer to all the sources used to produce a statistical outcome.

The possible errors that are common in surveys will also occur in administra-
tive register data. However, that does not mean that the errors are identical.
They differ in size according to the interest of the register keeper and regis-
tered person, they differ to the extent that the results can be influenced by
the researcher, and there are errors that are unique for register data.
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Figure 5.2. The ’life cycle’ and errors in a combined register situation

5.3.2 Measurement

The measurement in a register starts with the definition of the theoretical
concept the register keeper wants to measure for administrative purposes.
This is called the administrative concept.

Operationalisation is more concrete than a theoretical concept: it is a way
to collect information about the theoretical concept. The critical task for
measurement is to design questions and protocols that perfectly measure the
theoretical concepts. Only meticulous questioning can prevent bias in the
answers (Groves et al, 2004; Czaja & Blair, 2005 pp. 59–84). Questions can
be communicated face-to-face, by telephone, on paper or electronically. In
the phrasing of the question to measure the theoretical concept, errors may
occur that leads to invalid answers. As long as the theoretical concepts are
easy to understand for both register keepers and registered units (persons,
companies), no significant problems occur. If the theoretical concept becomes
more difficult to understand, this will easily lead to biased measurement.
Register keepers invest substantially in the wording of their questionnaires.
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The size of errors in administrative registers depends on the control processes
that the register keeper executes. Of course all kinds of checks by the register
keeper in the administrative process can correct for errors in the preceding
interview. An employment officer may demand to see documents (e.g. pay-
slips, diplomas or certificates) to verify the information that the job-seeker
has given to prevent possible errors. Or a tax employee can link other register
data in order to search for inconsistencies in the data which give rise to
suspecting the quality of the data. Any remaining irregularities are mostly
corrected in the register in consultation with the reporting instance or person
concerned. In some cases the recorded data are audited by accountants or
other inspectors. These administrative protocols are formulated in order to
maximize the quality of the measurement of the variables that are important
for the purpose of the register keeper. Therefore, we may assume that the
quality of these data is better than that of variables that are considered less
important. An example of such a variable is the end date of jobs in the
income taxes. As the tax sum in the Netherlands does not depend on this
information, the tax authorities do not pay much attention to it and it is
therefore at risk of low quality.

The size of errors also depends on the interest of the registered persons. That
is to say, if it is in the interest of the registered person to be registered falsely
in a specific way, the probability that this misregistration will occur will be
larger. If you are interested in the data quality of a specific registration, it
is important to specify the interests of both register keeper and registered.
This information can be useful to formulate hypotheses for bias in the data.

After the phrasing of the questions, the interviews are carried out. Many
measurement errors are encountered in this step of the life course of a register.
We mention only memory effects like false recollection and telescoping (e.g.
Sikkel, 1988; Auriat, 1991, 1993; Smith & Duncan, 2003; Schroots, Van
Dijkum & Assink, 2004), interviewer effects (Pannekoek, 1988; Brick et al.,
1995; Ganninger, Häder & Gabler, 2007), and deliberate misreporting (e.g.
Belson, 1986; Groves et al., 2004).

One measurement error is unique to registers. When using registers for the
production of statistics, one of the errors that must be taken into account
is the so-called administrative delay. This delay is caused by events being
recorded some time after they actually occur, and it is an important source
of error. Of course, if a survey collects information on past events, this is also
a sort of delay, but the information on the past is always available at the time
the outcomes are published. Registers that contain administrative delay are
used at a moment in time that not all the events have yet been recorded.
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This may lead to substantial bias in the estimation of events in a certain
period. For instance, marriages contracted in immigrants’ country of origin
are sometimes recorded two or three years after the event. This can lead to
a certain bias in the register outcomes. The direction of the bias depends
on fluctuations in the number of events and in the size of the administrative
delay. A decrease of the administrative delay will lead to overestimation of
the events, an increase will lead to the opposite.

The interviews lead to a response and a new entry in the register. The re-
sponse is corrected by a set of decision rules. Implausible values are deleted or
sometimes imputed, missing information is imputed with the use of a model,
new variables are derived by combining the information from several vari-
ables, and alphanumerical information is coded. In all these processing steps,
it is possible that wrong decision rules are applied.

5.3.3 Representation

On the representation side, the first step is defining the target population.
Under-coverage will result if the target population of the register is not com-
pletely covered by the entries in the register. For instance, the target popu-
lation of the Population Register is all inhabitants living in the Netherlands
for at least four months. However, the register does not include the ‘illegal’
population even though it is part of the target population (Van der Heijden
et al., 2006). This results in under-coverage of the target population. Ad-
ministrative delay in registrations can lead to under-coverage (e.g. birth and
immigration) and over-coverage (e.g. death and emigration).

Figure 5.3. Coverage error
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Administrative records from different registers should be combined by link-
ing. In most cases the linking key is a personal identification number (PIN),
or - if such a number is absent in the register - a combination of variables, for
example birth date, sex and address. Two types of linking errors can occur:
missed links and mislinks (Fellegi & Sunter, 1969; Arts, Bakker & Van Lith,
2000). Missed links are cases where the record cannot be identified; they
correspond with errors caused by non-response in surveys: if missed links are
non-random, they will lead to biased outcomes. Mislinks occur if records of
two different elements are combined.

5.3.4 Consistent estimates if register and survey data
are combined

One of the aims of micro-integration is that only one figure on one phe-
nomenon is published. If a survey is enriched with register data the popula-
tion totals of the register variables are estimated by assigning weights to each
record of the combined dataset. These weights are determined in such a way
that the distribution of a set of margins and crossings of register variables are
reproduced. This results in estimates that are consistent for all the variables
that are used in the weighting procedure. However, the estimates are not
consistent with the register variables not used to determine the weights. It
is impossible to take all possible variables into the weighting procedure to
guarantee consistency. There will be too little degrees of freedom. If two or
more surveys are linked to a set of linked registers, using one set of weights
per survey, many estimates will be numerically inconsistent across surveys.

To produce consistent estimates the method of ”consistent repeated weight-
ing” has been developed by Statistics Netherlands (Kroese, Renssen & Tri-
jssenaar, 2000; Houbiers, 2004; Gouweleeuw & Hartgers, 2004). Conven-
tional weighting procedures assign weights to records in a (combined) data
file and estimate all tables with the use of those weights. Consistent repeated
weighting procedures assign weights to records in a (combined) data file for
each table in such a way that later estimates are consistent with previous
estimates. This technique is discussed in section 5.4.4.

5.4 Micro-integration techniques

5.4.1 Introduction

Representation errors exist if the target population is incompletely described
by the data. We distinguish between over-coverage and under-coverage. By
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means of completion we detect and correct for these errors. Measurement
errors may also occur when the determining the elements of the population.
For the correction of these measurement errors other micro-integration tech-
niques are applied.

Measurement errors exist if characteristics of the population elements are
not correctly described. These errors may have different causes. By using
information from different sources, these errors can be detected and corrected.
For the correction on a conceptual level we use harmonization. For the
correction on data level we use correction for measurement errors.

For the detection of representation and measurement errors we search for
inconsistencies in the data. Only if it is of interest for the publication of
statistical outcomes, inconsistencies should be solved. Micro-integration can
be applied in a situation that different administrative sources are available
for the same subject or the same administrative source for different periods.
These administrative data are more or less integrally, that means that the
population of the administration is covered completely. However, it is not
necessary to restrict the application of micro-integration to integral admin-
istrative sources. It is also possible to apply micro-integration techniques to
a linked sample survey and integral registers and even two sample surveys
if the overlap is large enough. The experience with micro-integration of sur-
vey and register data is limited. We restrict our examples to the practice of
register data.

Consistency is an aspect of quality that has its own merit apart from validity
and reliability. Statistical outcomes are of better quality simply and solely
because they are consistent with other statistical outcomes as this makes it
possible to make comprehensive descriptions of subjects.

5.4.2 Completion

5.4.2.1 Detecting representation errors

In the preparation of research, one of the first steps is defining the target pop-
ulation. The target population is the population on which the research data
are collected and outcomes are presented. The difference between the tar-
get population and the observed population is called the total representation
error. The total representation error can consist of:

• Under-coverage or over-coverage because the population of the integral
register (or the sample survey) differs from the target population of the
research.
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• Under-coverage because elements of the target population are missing
in the administrative data. One important cause is administrative de-
lay. If persons are the statistical entity, administrative delay in the
registration of birth and immigration will lead to under-coverage.

• Over-coverage because elements that do not belong to the target pop-
ulation are (still) in the administrative data. One important cause
is administrative delay. If persons are the statistical entity, adminis-
trative delay in the registration of death and emigration will lead to
over-coverage.

• Under-coverage because elements that belong to the target population
can not be linked (”missed links”).

• Over-coverage because elements that do not belong to the population
are wrongfully linked (”mislinks”).

Representation errors ideally are detected by comparing to a reference dataset
that contain all population elements. If the data under study include ele-
ments that are not in the reference data file, that will be a matter of over-
coverage. If the data under study do not include all elements from the ref-
erence data file, that will be a matter of under-coverage. In most cases such
a reference dataset is not available and has to be created during the process
of micro-integration by combining all sources that contain elements of the
population. Some examples can illustrate this.

Example 1. The target population of a research is: ”the students in higher
education that belong to the Netherlands population on October 1st 2009”.
The best fitting source to define this target population is the so-called Central
Register for Enrolment in Higher Education in combination with the Popu-
lation Register. The first source contains yearly information on students in
higher education in the Netherlands from study year 1985/’86. There are
two important errors in the representation of the statistical target popula-
tion: the register covers only higher education in the Netherlands that is
publicly financed. This means that students who live in the Netherlands but
study in Belgium or Germany and students who take courses at private col-
leges and universities are not covered (Bakker, Linder & Van Roon, 2008).
The Population Register has over- and undercoverage problems like e.g. the
temporary workers from abroad, illegal population and already emigrated
persons who are still registered in the Population register (Bakker, 2009b;
Van der Heijden et al., 2006).
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Example 2. The target population is the Netherlands’ population on January
1st 2009 who are suspected of a criminal offence. The most suitable admin-
istrative data source is the combination of the Population Register and the
so-called Suspect Identification System (SIS) of the police. Apart from the
coverage problems in the Population Register mentioned in example 1, cov-
erage errors also are a result of linking errors. Two types of linking errors
can occur: missed links and mislinks (Fellegi & Sunter, 1969; Arts, Bakker
& Van Lith, 2000). Missed links are cases where the record cannot be iden-
tified; they correspond with errors caused by non-response in surveys: if
missed links are non-random, they will lead to biased outcomes. Mislinks oc-
cur if records of two different elements are combined. If the different elements
both belong to the target population, there is no coverage problem. Mislinks
then usually lead to underestimation of the correlation between variables.
These errors should be treated as measurement errors, because if one or two
variables are measured with certain unreliability, the correlation is usually
underestimated. If one of the elements do not belong to the target popula-
tion and the other does, this will lead to overcoverage. From the SIS records
only 89% can be identified in the Population Register, approximately 6% has
a foreign address and do not make part of the target population. This means
that around 5% are missed links. These missed links are highly selective and
therefore will lead to selection bias (Blom et al., 2005).

5.4.2.2 Correction for under-coverage

There are different methods to correct for under-coverage. We distinguish
between:

• Combine different sources to create a complete list of the elements of
the target population.

• Assign weights to the population elements that are observed in order
to represent the target population.

• A form of unit imputation in order to represent the target population.

The second and third methods are well described in the literature on the
correction for non response in surveys (e.g. Groves et al., 2004; Stoop, 2005)
and therefore we will not elaborate on this. Note that you need a frame to
weight or impute. If you miss such a frame, you need to create one as we
describe below.

The correction for under-coverage starts with the precise definition of the tar-
get population. The statistical target population should be operationalised
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by using several administrative registers covering different populations, tak-
ing into account that these administrative registers themselves are also under
or over-covered. Linking records from different sources should provide a check
on the completeness of the administrative registers.

The target population of the research of the first example in section 5.4.2.1
is: students in higher education who belong to the Dutch population on Oc-
tober 1st 2009. The under-coverage in the Central Register for Enrolment
in Higher Education consists of students who live in the Netherlands but
study in Belgium or Germany and students who take courses at private col-
leges and universities are not covered (Bakker, Linder & Van Roon, 2008).
There is one source that contains individual information on these missed
students: the Study Financing Law Register, the law covering study grants
in the Netherlands. From 1995 onwards all students who receive a study
grant from the Dutch government are included in this register. The target
population is well covered. All students who received a study grant are reg-
istered, also students who study in Belgium or Germany and on part of the
private schools. Linking these two administrative registers will cover almost
the entire population.

In the case of criminal suspects (Example 2 in section 5.4.2.1) another method
is used to reduce under-coverage. It is known that moving is one of the main
reasons for missed links in general. On top of that, suspects have interest in
misleading the police officers in giving false name and address information.
This leads to a situation that their data can not be linked. However, this
situation is only temporal, as in many cases after a while the correct personal
details are registered. In the SIS the personal details that identify suspects
are updated permanently. By making use of the most recent information,
more and more of the suspects can be identified.

It is not always possible to correct for under-coverage. If you lack reference
data or the administrative data that can be used in combination for that
purpose, none of the methods is entirely appropriate. However, it is possible
to estimate the size of the under-coverage by using survey information. Of
course the sample of this survey should not be restricted in the manner as
register data are. But if you have a survey that covers the target population
and you can link this survey to the register perfectly, than the under-coverage
can be estimated by the weighted total of the records that can not be linked.
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5.4.2.3 Correction for over-coverage

Over-coverage of the target population should be corrected by means of delet-
ing the elements that do not belong to the target population. To execute this,
those elements have to be identified as such. An exact operationalization is
necessary for this purpose. An example of an exact operationalization for
e.g. the category of job seekers on October 1st 2008: ”the persons who are
registered in files of the employment agency 2008, version of April 1st 2010
(which is corrected for administrative delay up to January 1st 2010) and on
October 1st 2008 score ”yes” on the variable job search.

We can distinguish between the following situations:

The definition of the target population can be operationalized within the year
volumes of one data source. In this situation the correction for over-coverage
is relatively simple. In the above mentioned definition, the correction for the
administrative delay has been executed because all the events that take place
afterwards are already processed in the data in the version of April 1st 2010.

The definition of the target population can not be operationalized within the
year volumes of one data source, but other sources are required to identify the
elements that do not belong to the target population. The over-coverage that
is caused by the administrative delay in the employment agencies register,
can be corrected by linking the register of the employment agency to the
employment registers. The starting date of a job can be considered as the
transition date from job seeker to employee.

It is not always possible to correct for over-coverage, e.g. in the case of
over-coverage caused by mismatching. The number of mismatches can be
estimated (e.g. Arts, Bakker & Van Lith, 2000). However, it is not known
to how much over-coverage this will lead, because part of the mismatched
records can belong to the target population. In these situation, information
on two different elements are linked. These errors are similar to the mea-
surement errors in surveys. Up and above it is not possible to identify the
elements that cause the over-coverage. Therefore they can not be deleted.

5.4.3 Harmonization and correction for other measure-
ment errors

5.4.3.1 Detection of measurement errors

Measurement errors occur if characteristics of the elements of the population
are described wrongly. Administrative registers and surveys comprise all
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kinds of different measurement errors. We can classify the measurement
errors in surveys into three categories: errors made in the conceptualisation
of the variables, errors made in the collection of the data and errors made
in the processing of the data (see section 5.3). Inconsistencies in the data
are an indication of possible errors. We distinguish between the following
situations:

• If different sources contain the same variable, outcomes could be in-
consistent, e.g. a person is registered in one register as a male and in
another as a female.

• If a logical relationship between variables exists that is violated by
the data, e.g. the wages earned in a year unequals the sum of the 12
monthly wages.

• If the state and transition figures are inconsistent, e.g. the population
on January 1st 2009 plus the number of birth and immigrants during
2009 minus the number of death and emigrants during 2009, does not
count to the population on January 1st 2010.

• If there is an impossible transition from one situation to the other, e.g.
a transition from ”married” to ”never married”.

• If there is an implausible combination of situations, e.g. someone has
two fulltime jobs at the same time, or a fulltime job and a complete
unemployment benefit.

• If data are inconsistent with some reference data. This can be checked
very simple by setting range limits for a variable using information
from an external source, but also by more complex methods based on
relations between two or more variables, and even on outlier detection
in regression analysis.

A particular case for inconsistency is longitudinal inconsistency. By that,
we mean that the information on a certain period is not correct to estimate
the transitions and therefore changes in (sub)populations. Longitudinal in-
consistency is mainly caused by administrative delay and changing rules and
regulations which leads to other measures of variables. For example, mar-
riages of migrants who marry a bride or a groom from their native country
are registered sometimes with a delay of more than two years. This will lead
to biased estimates depending on the fluctuations in the administrative delay
of these events. If these events are linked to other events registered without
any delay, the relationship will be estimated biased.
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5.4.3.2 Harmonization

Statistical research starts with the question what should be measured. In
the first step this is defined conceptually. Two examples of conceptually
definitions: ”an employee” is ”a person who holds a job and is employed by an
employer”, and the conceptual definition of a job is ”a set of tasks and duties
performed, or meant to be performed, by one person. . . ” (International
Labour Organization, 2007)

After the conceptual definition of the variable, the concept should be mea-
sured. In a survey this is done by transposing the conceptual definition
into a questionnaire. In the questionnaire the exact criteria are given to
measure the concept. In administrative registers the measurement of the
concept is done by deriving the variable from register information. In ad-
ministrative registers, the degrees of freedom for deriving the conceptually
defined variable correctly is limited as the variables in registers are measured
for administrative purposes. It is sometimes difficult to derive the correct
statistical variable from the administrative information if the information
in the administrative variables is not detailed enough, or simply measures
something else (Wallgren & Wallgren, 2007, pp. 92–93). In some cases it
is impossible to quantify the concept using the administrative data. In the
situation that you have only one variable at your disposal in the combined
registers and the administrative concept differs from the statistical concept
you want to measure, it is almost impossible to validly measure the variable.
The transposition of the information of different registers or surveys to one
concept is called harmonization.

Harmonization consists for the greater part of the formulation of decision
rules, in which the measurement of a concept is determined as precisely as
possible, given the existing information in the data sources. To do this cor-
rectly, it is necessary to use knowledge on the academic and public meaning
of the concept and knowledge on the information in the sources that can be
used for measuring the concept.

5.4.3.3 Correction for other measurement errors

After harmonization has been executed to diminish inconsistencies in the
data, the remaining inconsistencies are solved by chosing the best source for
each variable. In chosing the best source it is important to know which vari-
ables are crucial for the register keeper to carry out his administrative duties.
If a variable is not important to the register keeper, it will be at greater risk
to have a low quality, as the register keeper shall pay little attention to its
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quality and spend not much auditing time.

The quality of a variable in a source can be strong at one point, but weak
on another. For example, the yearly wages in source A can be of very good
quality for government employees, but of fairly poor quality for employees
in other economic sectors. If source B is fairly good for all employees, the
yearly wages of government employees are derived from source A and of the
other employees from source B.

If the details of the quality of the sources is unknown, sometimes the new
variable is derived from two or more sources by taking the mean. It is also
possible to formulate a decision rule in which the data are adjusted in such
a way that a relationship between two or more variables is correct. It depends
on the quality of the data which information is adjusted.

5.4.4 Consistent repeated weighting

Let us assume that we want to produce consistent estimates from a dataset
in which one register and one survey are linked (Figure 5.4). The register
is produced by linking several registrations and comprises the x -variables
x 1,...,xn. By applying micro-integration techniques like completion, harmo-
nization and correcting for other measurement errors, the register records
in this dataset are consistent. The data block of the survey comprises the
variables y1,...,yn. and does not contain variables already available in the reg-
ister block. Furthermore, the survey records have been assigned design based
weights d .i which are to be calibrated with the use of a weighting model to
correct for non-response which results in weights wi The x -variables that are
used to calibrate the design based weights are part of the register part of the
dataset. For all variables that are used in the weighting model, consistent
estimates are guaranteed, whether you count from the register data block or
estimate the variables from the enriched survey data block of the dataset.
However, the estimates for other x-variables could be inconsistent between
the whole register and the enriched survey data block of the dataset.

Several possible solutions to this problem have been proposed: massive im-
putation and extending the weighting model by more variables (e.g. Kroese,
Renssen & Trijssenaar, 2000). Both techniques have similar limitations. If
the number of estimates you want to produce are small, then it is possible to
design an imputation or weighting model that produces consistent estimates.
If you want to estimate all your statistical output from such a dataset, and
if you link all register information into one dataset and combine this with
all your survey data this should be the case (Bakker, 2002; Houbiers, 2004),
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then there are not enough degrees of freedom to get a sufficiently rich impu-
tation or weighting model (Kroese, Renssen & Trijssenaar, 2000). Therefore,
an alternative to usual weighting and imputation procedures was developed
to be able to produce a consistent set of tables using available registers and
surveys: consistent repeated weighting (CRW).

Figure 5.4. Example of linked registers and a survey

To estimate a fully consistent set of tables the following procedure is adopted
(Kroese, Renssen & Trijssenaar, 2000; Renssen et al., 2001; Houbiers, 2004):

Each cross-tables Tk (k=1,. . . ,K ) will be based on the most suitable data
block. In most cases this is the data block in which the statistician has the
most confidence. As micro-integration already has maximized the validity
of the variables measured, normally we have most confidence in the largest
data block . Tables form larger data blocks are estimated before tables from
smaller data blocks.

If a cross-table Tk has a margin Tm that can be estimated from a larger
data block, this margin should be estimated first. In particular this will be
the case for the variables x which are used to enrich the survey data. The
variables x are measured for the entire population, but only a small part
of the units are in the enriched survey data block (red and orange). They
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should be estimated by counting in the register block (yellow and orange).

All cross-tables that can be estimated consistently with the block weights wi

should be estimated before the tables that cannot be estimated consistently.
This should be applicable for all tables with only variables from the survey
and variables used in the weighting model.

If a cross-table T k cannot be estimated consistently with the block weights
of the most suitable data block, the table must be estimated by consistent
repeated weighting. That is, the block weights wi should be adjusted in such
a way that the margins and cross-tables estimated in the steps mentioned
before are reproduced. The block weights wi are adjusted slightly to estimate
the table in question.

Consistent repeated weighting is based on the repeated application of the
well-known regression estimator and generates a new set of weights for each
table that is estimated. Let y be a scalar variable of which the population
parameter -either total or average- ought to be obtained for a table through
a set of explanatory variables x from a register. The regression estimator of
the population average for y is defined by

ˆ̄YREG = ˆ̄Yd + b′s

(
X̄p − ˆ̄Xd

)
bs = (X ′sDsXs)

−1
X ′sDsys; Ds = diag(d1, ..., dn),

where X̄p and Ȳp are the population means of x and y, respectively while
ˆ̄Xd and ˆ̄Yd are their estimates based on the design weights di and bs is the

estimated vector of regression coefficients. Xs is the matrix of sample obser-
vations on the x-variables and ys the vector of observations on the variable
y. Instead of these traditional regression estimators, the repeated weighting
procedure uses a set of coefficients of the form

bw = (Z ′sWsZs)
−1
Z ′sWsys; Ws = diag(w1, ..., wn), (5.1)

where Zs is the matrix of sample observations on the variables in the margins
of the table with variable y. The averages of the marginal variables z have
been estimated already in an earlier table or are known from a register.
Denoting these estimates or register counts by ˆ̄ZRW , the repeated weighting
estimator of Ȳ is defined by

ˆ̄YRW = ˆ̄YREG + b′w

(
ˆ̄ZRW − ˆ̄ZREG

)
. (5.2)
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Substituting (5.1) into (5.2), it can be shown that the weights thus obtained
for the records in the micro-dataset are adapted in such a way that the new
table estimate is consistent with all earlier table estimates; see Knottnerus
and Van Duin (2006).

If more surveys are linked to the linked register data block and they have
variables in common, a separate rectangular data block consisting of records
from the union of these surveys can be created. Cross-tables concerning these
common variables can be estimated more accurately from the union of these
survey data. Following the steps mentioned before, this can be achieved by
applying CRW. However, it requires that the definition and the measurement
of the variable is the same in both or all surveys and preferably the sampling
frames should be the same too (Houbiers, 2004).

A point of attention should be the order in which the tables are estimated.
Even when the cross-tables are estimated according to the steps mentioned
before, there is no unique estimate for tables that are estimated by repeated
weighting. Because the adjusted weights for each table may differ since they
depend on the weighting model used. The weighting model, in turn, depends
on the tables that have already been estimated. In order to tackle this
problem, a fixed order can be used in addition to the rule that cross-tables
from larger data blocks are estimated before cross-tables from smaller data
blocks. It is called the splitting up procedure. Let us assume that we are
interested in a three way cross-table of x, y and z. Firstly, the one-way tables
for x, y and z are estimated. Secondly all two-way tables (x by y, x by z,
y by z) are estimated under the restriction that the one-way tables of x, y
and z are reproduced. Finally the three-way table x by y by z is estimated,
taking the two-way tables into account.

Another point of attention is related to the occurrence of empty cells in the
survey: sampling zeros. If the interior of a cross-table has to be calibrated on
some counted or estimated population total but in the data block from which
the table must be estimated there are no records satisfying the conditions, it
will then be impossible to find a solution for the repeated weighting estima-
tor. This problem arises in particular when a survey data block has a large
and selective non-response. One way to deal with this problem is to combine
several categories in the variables where the problem occurs. As a conse-
quence all estimates of a higher order that were executed before should be
repeated. Another way of dealing with this problem can be found in the
use of synthetic estimators. One replaces the sampling zeros by a very small
value to avoid the estimation problems analogously to the application of log
linear models (see Bishop, Fienberg & Holland, 1975; Houbiers, 2004).
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If one uses CRW to estimate consistent tables one should take edit rules
into account. Edit rules are used in the micro-integration process in par-
ticular but not exclusively to correct for ”other measurement errors”. The
CRW could lead to cross-tables that violate the edit rules. To avoid this,
one should include the variables used in the edit rules in the CRW weighting
model (Renssen et al., 2001). Consider a register containing the categorical
variable age and a sample containing the categorical variable driving license
ownership. Suppose that the frequency of age as a classification variable has
already been estimated and that we define an edit rule: if ”age < 18 then
license = no”. Let P (license) denote the population fraction of license own-
ership and P (≥ 18) the population fraction of persons older than seventeen,
then we have

P (license) = P (license| ≥ 18)[P (≥ 18)] + P (license < 18)[1− P (≥ 18)]

Utilizing the edit rule we determine that P (license| < 18) = 0, from which it
follows that P (license) = P (license| ≥ 18)[P (≥ 18)], where [P (≥ 18)] is al-
ready estimated from the register. It is rather easy to formulate a reweighting
scheme for this particular example by taking the minimal re-weighting scheme
from crossing between age and driver’s license, we obtain post-stratification
with the age classes as post-strata.

If one uses different aggregations of one variable than these different ag-
gregation levels should be hierarchically nested. Otherwise, the number of
categories that the estimation should be consistent with will be too large and
it also leads to empty or almost empty cells.

Knottnerus and Van Duin (2006) give the variance formulae for the CRW
estimator, and test CRW estimators under various conditions. Several sim-
ulation studies, e.g. Boonstra (2004) and Van Duin and Snijders (2003)
show that the method of consistent repeated weighting leads to estimates
with lower variances than usual estimation methods, due to a better use of
auxiliary information.

5.5 The position of micro-integration in the
statistical process

Micro-integration includes the processes that are executed to repair the errors
in the preceding administrative processes, i.e. the process from the response
of the administrative concept of a set of registered population elements to
the outcomes of the statistical concepts and the statistical population (Figure
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5.5). The starting point of micro-integration is twofold: the inconsistencies
in the linked dataset and the knowledge of the errors in the original sources.

Figure 5.5. The position of micro-integration in the statistical process

Van der Laan (2000) provided the first model for a micro-integration process:

• harmonization of units : are the statistical units defined uniformly in
all sources? (special reference to comparability in space and time);

• harmonization of reference periods : do all data refer to the same period
or the same point in time?

• completion of populations (coverage): do all sources cover the same
target population?

• harmonization of variables : are corresponding variables defined in the
same way? (special reference to comparability in space and time);

• harmonization of classifications : are corresponding variables classified
in the same way? (special reference to comparability in space and
time);



5.5 The position of micro-integration in the statistical process 99

• adjusting for measurement errors (accuracy): after harmonising defini-
tions, do the corresponding variables have the same value?

• adjusting for missing data (item non-response): do all the variables
possess a value?

• derivation of variables : are all variables derived using the combined
information from different sources?

• checking overall consistency : do the data meet the requirements im-
posed by identity relations?

This model was developed in the nineties in a pilot of the so-called Social
Statistical dataBase (SSB) in the Netherlands and was very valuable at the
time. By now, it is an idealized image of daily practice and no longer com-
plete. In this section we give comments on the model with the aim to improve
and update it. The first comment is that some steps can be formulated more
generically. The second comment is that the steps in the model flow in prac-
tice more together. The third comment is that some important steps are not
in the model, e.g. consistent and repeated weighting.

In the preparation of statistical research, the research questions are formu-
lated. To make this more tangible, the target population and the concepts
you want to measure of this target population are defined.

In the first stage in the micro-integration process the target population is
operationalized in all necessary sources you combine. This is done by iden-
tifying all the population elements by assigning a linking key. For disclosure
purposes, this could be a meaningless number. It is not only necessary to uni-
formly define and measure the population elements, but define and measure
it according to a conceptual definition that was developed beforehand.

In a number of cases it is necessary to derive one or more variables that
are needed to define whether an element belongs to the population. An
example can illustrate this. If the target population is: ”the jobs on ultimo
March 2010”, and a job is defined as a contract between a ”company” and
a ”person” in which is agreed that the employee executes particular activities
for which the employer pays a loan in return, it is necessary to define and
measure ”company” and ”person” and harmonize all the information on these
variables. For ”person” this will not be problematic, but for ”company” this
certainly is difficult.

After that, you have to decide whether the combined dataset contains double
population elements. Not entirely harmonized information on ”company”
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for instance will lead to missed links and overcoverage of the population of
jobs: double population elements are not recognized as such. In other words,
you first harmonize the elements that are used to define the units, than
you derive the units according to a standard definition, and you delete the
double population elements. It is possible that each source contains unique
jobs which are not covered by other sources.

Particular attention should be given to the reference period and space. As
far as the reference period concerns, the information on the end dates of jobs
can differ between sources. Because we know that the end dates of jobs are
of relatively low quality in all of the registers, we confront the information
on jobs with the information on social benefits and other jobs later in time.
This information leads to a number of corrections in the end dates of jobs.

Space is important because you have to decide whether jobs in companies
established in a foreign country belong to the population or not. In addition
you have to answert the question whether jobs of persons living in a foreign
country and working in a Dutch company belong to the population or not.

After the definition and measurement of the population elements in all sources,
the linking of the elements and the deletion of the double elements, attention
should be paid to the number of missed links in each of the sources. If you
combine for instance three sources and the linking effectiveness is 98%, you
hope that a missed link in the one source is a link in one of the other sources.
Assuming that the union of the sources contain all population elements, you
completed the population. Of course, you will never be sure just because you
can not fully identify the information.

To test whether the population elements cover the target population, ideally
you should compare the result of the above processes with a list of population
elements. However, if such a list would have existed you surely would have
used it in the process of operationalization of the target population. So in
most cases you have to test the completeness in another way. One of the
possibilities is to estimate the number of population elements in a survey.
In our example the number of jobs can be estimated from the Labour Force
Survey (LFS). The response of the LFS is weighted to the total population
and you can compare the results. Of course you have to use the same concept
of job and the same reference period and reference space. If the results differ
it is likely that there is over-coverage or under-coverage. It is also possible
that this is the case even if the estimates do not differ, namely if under- and
over-coverage are of equal size. Linking the LFS to the registers should shed
more light on the under- and over-coverage.
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After the determination of the list of population elements, the variables of
the population elements should be harmonised in all the sources. This has
already been executed for the variables used for the determination of the
target population. This process step starts with the conceptual definition of
the variables that are necessary for answering the research questions. The
information in the combined data file is used to measure these concepts
as good as possible. If the information in the original sources differ, the
information from all the sources is transposed to the same concept. This is
called harmonization of variables. A specific part of this is the use of standard
classifications. If sources contain different classifications of the variables,
these should be converted to the standard classification. It is also possible
to derive variables from variables from two or more different sources. The
number of missing values in the original variables should be low. A high
number of missing values in different variables in the original sources will lead
to very high number of missing values in the derived variable, because each
missing value in any of the sources will automatically lead to a missing value
in the derived variable unless the missing values are replaced by imputation
into a ”real” value.

In the next step you should correct for other measurement errors as is de-
scribed in 5.4.3.3 and check the overall consistency in the same way. The crux
of this technique is to define the right edit rules. In the last step, and only
if register and survey data are combined, consistent and repeated weighting
could be applied.

5.6 Some concluding remarks

Micro-integration is a technique for clearing data from combined sources,
in particular for administrative registers. However, there is also an opinion
that the micro-integration of register data mask part of the measurement
errors in the data while there is no guarantee that the data quality improves
substantially (Van der Velden, 2003). An alternative way to correct at least
partly for measurement error is to apply linear structural equation models
with a measurement model part. In psychology this is a frequently applied
methodology (e.g. Jöreskog & Sörbom, 1996; Kline, 2005). It is based on the
classical test theory in which repetition of measurement or multiple indicator
measurement is used to model the error structure of the data. This is a valid
methodology for testing hypothesis with pathmodels, but is less applicable if
one want to publish cross-tables. Because publishing cross-tables is the core
business of national statistical institutes this is not a realistic alternative to
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micro-integration. However, it is a promissing method for research into the
measurement errors of register data (Kaptein & Ypma, 2007; Bakker, 2009b).

Denk and Hackl (2003) emphasize that a previous analysis of differences
between sources could prevent problems that may arise when linking and
data-integration is actually executed. Ideally all the relevent information
should be in the meta-information of the sources, but in practice, this is
normally not the case. One of the important reasons why register data error
is not known, is that register keepers are not interested in the quality of
part of the register data or they have interest in preventing that those errors
become known. Therefore effort should be put into research to the data
quality of the different sources. The ”life cycle of register based research” as
is discussed in section 5.3 can be used to formulate a research plan.

Consistent repeated weighting is a technique to get estimates from linked reg-
ister data (or census data) and sample surveys. Of course it is possible to use
other techniques to produce those estimates. Haslett et al. (2010) describe
three alternatives: small area estimation and in particular the ELL-method
(Elbers, Lanjouw and Lanjouw, 2003), mass imputation (Kovar & Whitridge,
1995; De Waal, 2000) and (spatial) microsimulation (O’Donoghue, 2001).
These techniques have in common that they all produce a dataset which is
rectangular without missing values created by substitution of missing infor-
mation using an implicit or explicit statistical model. However, Haslett et
al. (2010, p. 59) make clear that whatever technique is used:

• There are major benefits in the use of an explicit rather than an implicit
statistical model.

• The structure of the underlying statistical model (e.g. linear or non-
linear, with or without random effects) needs to be determined on
strong theoretical grounds.

• The model needs to be fitted and tested, and should explain a substan-
tial part of the variation in most target variables.

It is not in the scope of this paper to discuss these methods, how they are
related to each other and which method should be used under which con-
ditions. All techniques show strong structural similarities with statistical
matching which is the subject of another State of the Art paper.
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